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Measurements made by eG Agents

Details

Measurements

Type

Operating Systems

Solaris 7.0 or higher, Red Hat
Linux 6.0, AIX 4.3.3 or 5.x or
6.1 or 7, HRUX 11, Free BSD
5.4, Tru64 5.1, Windows Vista
Windows 2008, Windows,7
Windows 8,Windows 10,
Windows 2012 Windows
2016Windows 2019

System CPU and memory statistics such as CPU utilization, run queu
blocked processes, swap memory in use, and available free memory;

Disk statistics including percentage utilization of partitions, read andtes
on eactphysical disk, percentage busy, request queue length;

Network traffic statistics including packet rate to and from the different n
interfaces, bandwidth in and out of each of the interfaces (Windows only

TCP statistics such as incogniand outgoig connection rate, curre
connections, connection drop rate,, etc

Operating systems that
support the HOST Resources
MIB

Monitoring of devices accessible via the server, which include the curre
of a device and the number of esmcountered Ypthe device;

Monitoring of storage areas on the server, including tracking the stora
size, used space, and percentage utilizatipn, etc

System monitoring to determine the users currently logged in to the se
the total numbepf processes #h are running; Tracking CPU usage on
server;

Process monitoring including tracking whether a specific process is ruf
not and its memory utilization;

TCP connection monitoring including number of currently estab
connectiondaled connedbns, retransmission rate for segments, etc

AS400

Current workload indicators such as the number of jobs executing on the

Metrics revealing the message processing ability of the server, which in
number of messagesjele;

Statistis that indicate the health of the storage subsystem, such as, the
of the auxiliarystorage space and the percentage of space used, the an
storage spaced used by temporary objects and permanent ohjects, etc

User activity teted metrics, ich as, the number of users who have curr
signed on, the number of user jobs that were temporarily suspended, the
of disconnected jobs, gtc

Measures indicating the count of jobs for each job type, the number of |
are arrenly activethe number threads utilized to perform the jtitz¢ match
specific monitoring pattern and CPU and memory utilization leve
performing the jobs that specific pattern;

Key statistics revealing the number of spool files that arecéh, wiédirning and
hold status;

Metrics revealing the number of messages that required reply from the
system/user
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Monitoring of system memory available and usage, and utilization of me
individual NLMs;

Trackingof the Netware fd system accesgeead and write rates), as wel
monitoring all the volumes on the server to determine percentage utiliz
the volume and the amount of freeable space on the volume;

Tracking the Netware system processor usdgatemupt rates

Server availability and response time monitoring from an external
HTTP/HTTPS protocol emulation;

Web server statistics including internal meaducesrection and iguest rate
handed by the server, percentage of errored responses, percentage ak
for the entire server; Reporting of similar metrics for web sites hosted
server as well;

Monitoring server processing times for indivithaalactions using G o s
adapte capability & offering metrics such as request and connection ra
individual web transactions, response time monitoring per trang
percentage aborts for individual transactions;

Emulation of multstep web seiceinteractionsising the eG @it emulator to
offer availability and response time statistics for each step of the
interaction

D 0
£ £
g % Novell Netware
2 @
O
Apache, iPlanet/SunONE,
Microsoft IIS, and Oracle
HTTP web servers
Z
()
2
()
(7))
o
(@)
=

Sun Java Web Server 7

Metrics revealing bottlenecks in connection requests, such as, the ny
connections imueuethe number Hbconnections dpped from the queue, th
duration for which connections were enqueueg, etc.

Metrics indicating whether/not the DNS cache has been enabled, and if
is it been utilized;

Metrics measuring the file cache usageasutie number of &che hits/misses
the number of cache content hits/misses, the number of entries in cag
cache heap size, whether the file cache is enabled/disabled, etc.

Metrics revealing quality of the HTTP service on each virtual setves, she
rate of HTTPrequests to theirtual server, the number of errors that w
logged, the data received and transmitted by the virtual server, the nun
type of responses, etc.

Metrics revealing the health of the web server instance, shehdaszbn for
whichthe instance wgaunning, the rate of requests to the web server ins
the number of errors logged by the instance, the average response ti
virtual servers in instance during the last 5 minutes, the
received/transitted by bhe instancestc;

Metrics indtating the uptime and session activity on each web application
web server, which include, the number of JSPs loaded/reloaded on
application, the number of active sessions, number of rejected sdws
averag lifetime oexpired sessigretc.;
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Metrics revealing how the JVM manages memory resources, such as,
memory size, the time taken for garbage collection, the number of times
collection occurred, the numberciaisses lated/unloadedrom JVM, etg.

Metrics that indicate issues with kakye connections to the web ser
instance, such as, the number of successful requests from-adivé
connection, the number of kealpve connections that were flusheu
refused,ite number okeepalive conngtion timeouts, et¢.

Metrics measuring thread pool usage, such as, the number of threads in
number of requests queued, the number of idle threads in ppol, etc.

Metrics revealing bottlenecks in conneatémuests, shcas, the nubrer of
connectios in queue, the number of connections dropped from the quey
duration for which connections were enqueued, etc.

Nginx Servers

Metrics revealing the total number of connections, active conne
connetions handled biphe serveetc;

Measures inchting the total number of requests handled, the number of r
header reads, total number of write responses, total number of
connections, average number of requests handled etc;

Web Servers

WebToB

Metrics eporting the avébility of he server anthe number of times that th
server was restarted abnormally

Key statistics revealitie number of requests processed by the serve
number requests that were waiting in the queue and the number of
returned when thquele haseached its maximm size;

Serviceelatedstatistics such as status of the service, the maximum nun
requests handled by the service and the average response time for a r¢
reported

Measures revealitige humberf connections éablished tahe server from
the clients, the number HTTP handlers configured, the number of
connections waiting for requests and ready to process the requests
number of connections in the queue.

Oracle HTTP Server 12C

OH S Applications

1 Metics revealop the number of times applications requests
handled/declined and time taken to handle to those requests

OHS Server

1 Metrics revealing the number of active connectivagable in the servq
number of requests, POST regs, GET requestand errors andledby the
sewer;

1 Metrics indicating thiime period that the server has beemangwhether the
server has been rebootecdot;

1 Metrics revealing the number of re@erdrs occurred in the server;
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OHS Service
g 1 Metrics inétatingthe percentage of regsts that were successfully service
S the web server during the last measurement jperiod
()
2] 1 Metrics revealing the percentafigesponses in the last measurement p
8 with a status code in the range of 3@® 400499and 50-600;
= 1 Metrics revealing theumber of HTTP requests handled by this Semeitime
taken to respond to HTTP requests;
1 Server usage tems of request rate, percentage of teetlized, dat&ransfer
iPlanet Application Server andreception rate;
1 Server performance as measured by average response time
I Server usage and performance measunts including throughput, percent
of heapspace in use, number of requests queued
1 JDBC connectiongml usage iterms of percengg of connections used, a
WebLogic Application server percentage of connections pending per pool;
9 Statistics pertaining to the EJB components asidnansaction commit a
rollback rates, mieouts during access to individual compégs)eaccess que
8 lengths, etc.
>
o)
2] 1 Database measures including database access rate and average respo
S _ o database access;
= Cold Fusion Application server o
8 1 Server wrikload meages sich as request rate, data transmission and rec
= rate, queue letig request time ouate, and\erage responseg;
Q
:E 9 Statistics such as the utilization of the server, percentage of threads g
] . L with the dent connections, the percentage of idle threads, memory usage
= SilverStream Application servel ] o
K7} 1 Senrerworkload measurssich as re@st rate, respontime, transmission rat|
g the number of sessions, gtc.
= Internal measures of server algita andmenory usage;
1 Metrics indicating cache usage such as the number dfitsachisses, etc.
Measures thatdip determine the&zing needs of the JVM heap, such ag
percentage of JVM memory utilized, the free memory, the number
execution on the hap,efc.;
o 1 Comprehensive monitoring of thread and connection pools rigc
WebSphere Application Server measurement of poaitilization,wait counts perqol, average wait time f
each pool, and creation and destruction rates per pool;
1 Measurements of individual EJB congmis suchsathe rate of instantiationg
average creation time and response tinteJBecomponent, etc.;
1 Metrics assmated with globadnd local transactions such as the numb

transactions begun at the server, number of concurrently active trem
averagduraton of the transactions, etc.
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JBoss Server

Measures M heap perfanance related to used & accessible memory in
Heap

Monitors thread pool usage, connection pool usage, and alerts when pq
levels reach threshold limits

Monitors Servleexecudions, so the most popular sewledan be chosen fg
further optimiation; Also tracks EJB pools and the activatesiridction of
the beans

JBoss AS/EAP servers

Measures such as the incoming requestegsed, time taken for processing
reqless, errors encountered etc, relatingach JBoss connegtor

Measures sh as the activeornections, available connections, connec
destroyed, connections created, time taken for connection creation ket
obtained by extensively monitoring dBessdatasource apart from obtain
metrics relating to theonnection pol;

Middleware Application Servers

JEUS

Measues relating to the prepared statements ofdtia sourcesuch as the
prepared statement cache access size, numbeethercacheasaccesse
etc.,

Critical metrics relating to the EJBs such asutmder of times the Blhas
been inoked, bean instagkcthat is available in the pool etc.,

Measures revealing the size of the MQ Queues and the type of n
processedybthe queuetc.,

Messures revealing the messages in the MQ topic, the messespingroate
subscribrs count fothe topic etc.,

Metrics revealing the requests processing capability of each servlet de
the JBoss AS 7;

The transaction procesgiapabilityof the Jboss AS 7 and the numeri
statistics pertaining to eachetgptransaction;

Measres such athe active conneotis, available connections, connect
destroyed, connections created, time taken for connection creation etc
obtained byextersively monitoring the JBoss Xdata sourceapart from
obtaining retrics relating to theonnection pol;

Measures relag to the prepared statements of thed&fa sourceuch as the
prepared statement cache access size, number of timeshthevascaesed
€etc.,

Metrics indicatingvhether/not theJEUSserver is ruring and whether thg
sever needs tbe restarted now aot;
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Middleware Application Servers

Key metrics revealing thember of sessions that atgrentlyactive on the
server, the number of requests thareywrocesedsuccessfully/failed, atlae
average time taken taqress the fpiests

Statistics ramalinghe number of connectionsathwere created and used on
serverthe number of connections that are available to use on theteswer,
long theconnetions were waitinghow long the conméions were in use?dan
the numbebf connections thateve destroyed;

Stateful/StatelesSession Bean related metrics such as the count of vario|
method callsand the number of Active ejb objects and Aeflvdeansare
revealed

Measures indicatitige number of consumeascessing ¢hqueues, the rate af
which the messages were processed/delivered/expired from the queues
number of messages that are pending iuinges

Thread pools related metricstsassize of the thread popthe numbeof
pools that areurentlyactive, the number of taskprocessed in the seraed
the time take to execute the threads

Statistics revealitige consumption status of ttopics, the number of
consumers acceggitinetopics, the rate at which the nagss were
processed/derered/expied from the topicsnad the number of messages th
are pending in the topics.

JRun Application Server

Measures pertaining to the threaol pusge ofall the server instances of
JRun server such as the percentatieezfds utilized, tbads queuedce;

Thread processinmetrics such as the waiting time of a request for proc
processing time of the server and a request, the agidomandtrarsfer rate
of the server, etc.;

Performance statistics relatedh® JVM of all instaes of a JRuserver, sucl
as thanemory used by the server, free memory, number of active sessio
server and the server memory
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Borland Enterprise Serer
(BES)

Key runtime statistics pertamito a BES managemeagent, suchsathe
amount of memagravailable to and consumedhsy dgent, the current numk
of active threads in the agent, etc.;

Partitionspecific statistics such as the memorlableab andcorsumed by the
partition, the cuart number of activehteads in theartition, etc.;

Peformance statistics relatediie BES EJB container, which includes the
spent in performing CMP related activities such as executing SQL nde
upddes,the time spent in receiving and ssgva TCP request, @ispatching
methods to various adgjts, time spent in the ORB,.gtc

Important statistics measuring the time taken for performing JDBC
JDBC2 related activities, such as the tinre bpehe dda ®urces in acquirin
a pool connetion, in registering transactiomesource in trans@mh service
etc.;

Measurement®lated to the time spent in activating and passivating a
session bean;

Transactiorspecific statistics suchthe time sgntin beginning, committing
and rdling back transactisn

Sun JaveBystem Application
Seaver

Middleware Application Servers

Overall health of the vidiiserver in terms of rate of requests to the web g
data reception and transfer rate, etc.;

Metrics related to JOB connetion pods such as the number of thre
awaiting the databasennectionthe number of failedonnection attempts
etc.;

Transction related measures including the number of transactions th
completed, rolled back, anepirogress;

EJB caclmg andpool relded metrics, which include thenmber of beans in
pool, the numbeof times user regsts found and failed to find adn, etc.

Orion Server

Measures pertaining to the JVM running on an Orion serverimdhictes the
active thread count, thetal menory capacity of the JVM, and theused
memory in thdVM

Tomcat Server

Reports JVM etails specific to loading /unloading of classes, checks
pool usage, alerts on deadlocks or excessivdaaomornthreads that cald be
i mpacting the serverods perfor man

Monitoring the GC (Gaege Collection) pross, reports o memory usag
pattens in the JVM.

Measures the workload to the Tomcat connector.

Measures JSP engine performance and reports on usagecdioth of J3s
and servlets.
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Oracle 9i/10GApplication
Server

Overall JVM pdormance in terms VM availability, current actieeads in
the JVM, the high and low watermarks of heap usage, etc.;

JDBGconnection related metrics such as the nurobehread creting
connections, time taken fmnnection creatioefc.;

Transation related metricssuch as the number of active nsactions
transaction commits, and rollbacks;

Web modulespecific metrics such as the number of threads handlings,e
the numberof completed requests, requesiopssing time, etc.;

JSPrelated migics including theumber of active requests for tHeP, reques
processing time, etc.;

Servletrelated metrics such as the number of threads servicing the ser,
numberof campletd requests, request processing,tetc.

Oracle Foms Server
(Windows)

Key metrics qgorting the memory and CPU usefjthe server;

Metrics related to user sessions such as the number of active and idle
session duration etc.;

Measires hat ieport server responsiveness sasthe rate of requesteceived
response time of thefms server and the databaseeseetc.;

General statistics pertaining to database users that includes such as t
requests received from aemsespose tme of the Forms server and t
daabase server, memamyd CPU utified by the user

Middleware Application Servers

Glassfish Monitoring

Key measures of the processing ability of the applications deployed on t
server, such as, themberof requests to the server per aggion the
processing time of requests ggalication, etc.;

Sesionrelatedmetrics, such athenumber of active sessions, the number g
activated and passivated sessions, expired sessions, rejected sessions,

Thread pool usage metrics sucthaspumberof core threads in each pool, tf
number of busy threadthe maxinma number of thread$l@aved per pool, the
percentage usage of threads per pool, etc.

Metrics pertaining to transactions, such as the tianstate and the numbe
of activecommited/rolled back transactions;

Connedbn pool usage metrice/hich inclde, the number of feeand useq
connections per pool, the waiting time of connections, potential cont
leaks, the length of the queue&vafting connections, failed conimaw,etc.;

Statistics indicating the pragieg ability of servig/servlet goups, which
include,the number of requests processed by a servlet/servlet group, the
average processing time of requests, the countlef eeors,etc.;

Metrics revealing how well the EJB cache has been utilinbdnelie, the
numberof cache himisses, the caeliit ratio, etc.;
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Metrics providing methddvel performance insights, such as, the number
successful/erreridden nvocaticns ofamethod, method execution timte, ;e

EJB pootelatednetrics, suchs, the count of besin a pool, the number of
threads waiting for a free bean in a pool, the count of beans created/dest
in a pool, etc.;

Measures revealing theel®f adivity on stateful and stateless sedséam
containers, suds, the nundr of times createsady, and remove method ca
were invoked on these containers.

Domino Application Server

Statistics measuring the health of the web server compbrket Domino
goplication server, such as, tballon the server iretms of requas to the
server, th data received by it, and thent of current connections to it;

Replicatorrelated metrics such as, the number of successful and
replicationsthe nunter ofpending replications, etc.

Staidtics pertaining tohe Domino datbase such as numlodrdatabases i
cache, the pemctage of pages cached, the maximum capacity of the
cache;

Memory usage metrics, which include the total menmrgtiah) the shared
memory allocation, etc.;

Important metrics pertaing to the etwork traffic, thaincludes, the dat
receipt andransfer rates, etc.

Middleware Application Servers

Tuxedo Domain Server

Measures indicating the availability anémesgime of a Tuxedo application

Doman usag statistics such as the percentafgservers in the daain that
hawe been utilized, etc

Queuerelated measures including the queue state, servers associated
queue, etg

Site and serveelated meaures, such as the site stateesesaite, he number|
of current logins, briégtate, transactiommmit rate, te.

Connections thatre currently open on the server;

Bulletin Board related statistics such as the servers registered on the bul
board services, interfaces and queuvagale inthe domain, etc,
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WildFly JBoss

Middleware Application Servers

Measures such as theaming requests processed, taken for processing th
requests, errors encountered etc, relating to each connector;

Measures such as the active adiores avadble connections, connectio
destoyed, connections ated, time ten for connection eation etc can b
obtained by eghsively monitoring the datasource apart from obtaining n
relating to the connection pool;

Measures relating toettprefred sitements of the datasource suchthes
prepared statemieoache accesize, number of tes the cache was acceg
etc.,

Critical metrics relating to the EJBs such as the number of times the |
been invoked, bean instances that is laleaidhe pal etc.,

Measures revealing theesdbf the MQ Queues dnthe type ofmessage
processedybthe queue etc.,

Measures revéal the messages in the MQ topic, the message process
subscribers count for the topic etc.,

Metrics revealindhé regests pocessing capability of each seéployed in
the WidFly;

The transaction processingpability of the WildFly and themerical statistig
pertaining to each type of transaction;

Measures such as the active connections, available acosnectnectdbns
destroyed, connections createde taken for conm#on creatio etc., can bg
obtaired by extensively monitoring tKé-datasource apart from obtaini
metrics relating to the connection pool;

Measures relating to the prepared stateroktite XA-daasource such as t
prepared statrent cache accessesinumber ofimes the cache wascasseq
etc.,

Progress OpenEdge Server

=A =4 -4 =

Metricsindicating theurrentstate of the server
Metrics revealing tlegrorsencountered during read and write operations
Metricsrevealing the number @ad/write operationperformed orthe server

Key metris revealing the number of sessions that are currently active/idl
server.

Key metricsevealing the number of agesgployed in the seryer
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Oracle database

Database Servers

Oracle Processes

il

il
il

Oracle Server

il

Monitoring the serve€EPU usage, amory usage and tragkthe number of
running preesses in oracle server

Metrics revealing the number of client processes running in areieCGieU
usage by clieptocesses and memory usage for client prgcesses

Stitistics revealing tlaverage respse time taken fougrying and transactipn
Metiics revealing the instance availability and uptime of the instance

Metricsindicating theresponse time of the database server and conn
availability

Metrics measuring thrate of datdransmission and reaton between server |
client;

Time related metrics such as connection time, query execution time and
response time to &er query

Metrics indicating the number of sessions/processes allocatextemtty
active on dabase server

Measures indicatitige configuration limit andtilization limit of the
sessions/processes and percentage of sessiagesges configured database
servey

Key metrics indicating Data Guard related details sublthsrninot Data
Guardis enablednd current role of D Guard on the database

Metricsrevealinghe open mode status of the database and whethénénot
role of a datalsa has switchpd

Metrics indicating the current status and applied mode enahobdlo log
destiration

Metrics indicating the nurebof log sequences receivagplied and could not
be transmitted teacharchive redo log destinatiand current status redo
logs toeacharchive redo log destination

Metrics indicating the nunti information evets, warningvents, error
eventandcritical events that wegenerated during the last execution of the
test
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Oracle Service Layer

1 Metrics rgealinghetotal number of connections currently
establishddctive/Inacive/Blocked/Cachel/Killed/S nipped

1 Metrics evealing the cotiof Active/lnactive /Snipped/ Blocked/ Killed/
Cachedsessions

Metrics rgealing the coumtf Long/Short/Full table scans;

=

Metricsrevealing the count afitalidand Modified objects for spedfic User
account;

Metricsrevedingthe count of lder commits and rollbacks;
Metricsrevealinghe number of defauparameters;

Metrics revealing tlewunt of wait timedailed jobs and broken jobs
Metrics revealing the number of deferred tréosacind expireé users;
Metricsrewealing thdistener log sezstatus and uptime;

= =4 -4 -—a -—a -2

Metricsrevealinghe count of bgical readghyscal reads, physicaiites,User
calls, PareendBlockchanges;

Oracle RAC

Database Servers

=

External metrics indicating the avaitsiagitid responsienes of the cluster
1 Measures revealing thessen load on the cluster;

Key metrics pertaining to the number of sessions that are feaitimgddog
write confirmation after a commit;

1 MTTRrelated statistics, which include, the tangkestimatedMTTR, target
and aatal number of redo blockestc.;

1 Metrics related to wait events, such as, the number of events of type log
parallelvrite, Dbfile parallelwrite, log file sync, and Db file sequential read
occurred on the cltes, the numbeandnature of waitvents that occurred pe
sesion module, the number and nature of session wait events, etc.;

Rocket UniVerseDatabase
Server

1 Measures revealing the total number of sessions, percentage of sessio
the user, andumber of inteactive and backgrouhprocessesitiated by th
user.

1 Metrics related toumber of active grodpcks andictive file/record locks

1 Metiicsrewaling undo tablespace usage such as, the number of session

accessing the undo tablespacetsidisage duran;top sessions tihe undo
tablespace in t@s of duration of usage are also revealed;

1 Locking activityelated metrics, whiahciude numbe and duration of
transaction locks;

i Tablespace usage metrics, which include, the size gidatalelespacéndex
size, partitin size, used space, frpace, etc.

1 Key metrics related to the queries executing on the undo tablespasthsu
quey duration, time taken for undo retention, etc.;
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DB2 UDB

Instance level easires such athe percentage of agis waiting, percentage
piped sorts, the number of registered agents;

Statistics revealing how effectively the gumitwasutilized, with includes
the percentage of agents that were directly assigned frorolthoe pervicing
requests, the numbef agents stolen from applicationetc;

Key metrics of database health including lock activity, buffer podiohi
cablog ache Hiratio, read and write rates, rollback rate, transactiorn
average sortntie,percentagefsats overflowingheap space used by eamt {
SQL activity, etc.;

Lock activity related measures such as the number of locks dueteriiall
amplicatons on the database, the rate of lock waits, the duration of lock
the nunbe of deadlock, é¢c.;

Buffer pod usage metrics, such d® percentage of pages, data pages
index pages readily served by the pool, the percehtages diry pagesand
victim pages were cleaned from the database, etc.

External measures suabthe availality and responsente of the databas
server

Sybase Adaptive Database

Database Servers

Overall health of the server in terms of availability and resiposise t

Key metrcs of dtabase health including lock activity, the number of ne
bytes received dreern, cache ulization and cachieit ratio (of both the dat
cache and procedure cache), the rate of reads and writes performed on
space usagé the L dababasedransaction related metrics, etc.

DB2 DPF

Metrics revealing how effectiviilg agent pool s keen utilized,ueh as, the
total number ofagents in pool, the number of idle agents, percentage ¢
agents used forrs&cingrequets, etc.

Metrics revealing the database manager's health, which include, the ratg
sorts reguested heaps @b threshold, theate of piped sort requestad rejects
etc.

Locking related metrics, such as, the number of locks heldteggitnedut,
the number and duration of locks waits, etc.

Buffer pool usage metrics, which include, thratat prefetchratio, catalog
cacle hit ratio, package cadtieratio, etc.

Sorting related metrics. which include, the sort heap spatedliogach
patition, sort heap space used, average sort time, etc.

Statistics measuring the level of I/O d@gton the partions, such as, @it
read rate, direct writate, etc.

Key metrics pertaining to the transactions executing on eachmpatidias,
rate of transactions, commit rate, and rollback rate
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Microsoft SQL

External monoring of serveavalability and esponse time for a typiaplery;

Key metrics of SQL server health including various caching hit ratios, p
and wite rates, pnding tansactions, locking rates and wait time, memory
of various components $u@s optimizer,lockng subsystermysage of the
s er v e ridenorp, aphde asage of the SQL databases, etc.;

Monitoring of the server CPU usage, trackimgker of unning pocesses if
the SQL server, and analysis of what queries the running proeesseatang

MySQL

External meases of availability andsponsiveness;

Rate of data transmission and reception by the server, number of active
faled comections rate of queries handled by the server, and rate of
queries, rate of comimiard rollbacks locking activityincluding number o
locks ad the percentage of lock waits

Database Servers

My SQL Cluster

MySQL Cache

I Metrics revealing thé/rite Key buffer hit rateRead Key buffer hit ratg
amount of buffer used and amount of current buffer aegilabl

1 Metrics revealing theumber of clusterqueries that are registered with
cacheadded to the cache, and deleted from the cache;

9 Metrics revealing tl@mount of free memory in the query cachmber of freg
memory blocks in the query caahenberof queries that were not caclzel
number of times the cache was accessed during the last measurement [

I Metrics revealing thimber of physical reads of a key block from theadds
number of key read requests received by the cache

I Metrics indicéng thekey blocks in the key cacthat have been modified, k
have not been flushed to the disk

I Metrics revealing thtnnoDB Engine Statisticsuch as the total memqg
allocated, total size of the free memory, size of used memory and an
dictioraty memory/additional memory alltex

9 Metrics revealing the maximum size of memory, total page size, Dirty p
Misc page size, Latched page size and Flushed page size;

9 Metrics revealing the rate at which DB@ages are created/read and writte

1 Metrics revealing the countlahoDB lock waits, lock time and current lock

MySQL Net

I Metrics revealing thrate of data being transmitted by the server in respo
client requesis the cluster;

1 Metrics revealing thrate of data received by theveefrom clientsluring the
last measurement perjod

1 Metrics revealing the count of active connections, aborted connectig

failed connections available in the cluster;
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Database Servers

MySQL Server

MySQL Service

Metrics revealing theimber of threads in theréad cachewumber ofthreads
newly created to handle new connectavaslable in the clusterumber of
threads that are currently activéhe clustemumber of delayed insert hang
threadsn a cluster and number of slow launch threads availdtdeciuster;

Metricsrevealing the count of slow queries and Handler keys;

Metrics revealing the MySQL cluster resources such ragrther of table
that were openedumber of implicit temporary tables that were created ¢
disk, while executingaementsand number of implicit temporary tables t
were created in the memory created while executing statements durin
measurement period

MySQL Cluster activity related details suaiatasat which rows are writt
with INSERT DELAYED, ratea errors ocuarred in the rows written wit
INSERT DELAYED, rate at which requests to updasert/deletea row in &
table were receiveddrate at which FLUSH commands were executed

Statistics revealinige InnoDB throughput detils such asount ofKey reads
Key writes, Random reads and Sequential reads;

Metricsindicating Wether the MySQL serviseavailable or not
Metrics regaling the count ofriPharyandSecondargodes;
Metrics revealintpe stat of clustermembers

My SQL Clster node retedmeasures such asde availabilitystate,node
response time, DB connection availability, DB connection responsgiéim
processor availabiliydquery execution time

Metrics revealinthe MySQL Cluster Databasiee and growth tey

MySQL Cluster User Processelaited measures sugh thecount of active
processésinactiveprocesseand idle processefa user areevealed

Metrics revealintpe count ofLong running queries;

Metrics revealinghe Networkavalability relaed meaures such as the ser
availabilitytime taken to connect to the database server, number of r
time taken to respond by the server, time taken to execute a query,
connection status and querygassor status;

Metrics revealing the Clastocksrelateddetailssuchas the ount of lockwaits
andtable lock waits;

Metricsrevealingate at which rangesws were sorted.

Metricsrevealinghe rate at which sorting was performed by scanning the
and merging the algorithms haceurre;

Metrics revealinghe number of User commits and Usmilbacks have
occurred
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Database Servers

Metrics reportindhe availability of the dataleasever andconnedbns, and
response time for a typical query.

Measures pertainitg memorysuchashow much mermry used for procesg
for the query plan? omuch memory consumed by the queries waiting
queue? and how long the queries wermgvitit memory2tc are reported

High-availability related metrics such as current statusreflication proess,
the mode at tich the database is cutigrin and the amount of time that t
replication process lags, are reported.

Statistics resaling useful measure on the root blockerrpcesses on th
database server;

Key metrics indicatyy the maxmum numberof physical/logid reads
consumed for exeting the SQL procedure/query per second and
maximum time spent forexiting theSQL praedure/query;

Measures reporting thEPU and memory utilization and percentags
concurrent sessis m the databaseesvice tier

The count of active and idlesstons on the database servatlso reveale
SQL procedure;

Key measurereveatig the ime spent by the database server waiting for €
of various wait types and helps identify thietypes with wait @ent that have
remained active for a longn.

Maria Database

External measures of availability and responsiveness;

Rate of @ta trasmission and reception by the server, number of active, a
failed connectiongate of queres handed by the seger, and rate of slo
queres, rate of commits and rollbacks, locking activity including num
locks and the percege of lak waits

Numerical statistics revealing the type of errors encountered by the data
servey

Use speciit statstics revealg the count of active, élinactive processes
utilized by each user;
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Database Servers
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Statistics revealing table I/O, Bus, therate atwhich heap blocks and ind
blocks of a table are read, the percentage obluehp and index bloks d a
table readrom buffer cache, etc.;

Satistics revealing index 1/O, such as, the rate at which index blocks 4
the percentge of index blockread from buffer cache;

The size of each tablespace on a PostgreSQL database;

Metricsmeasuring lekgiound 1/O, suchas, the number of checkpibiequests
received, the number of buffers released-asedrom the buffer cache, etc.

Database sage reted metrics, such as, the current database size, the pe
of requests talaabaseserviced bycacle, the rate oinserts, deletes, updat
rollbacks on database, etc.;

Metrics measuring the rate of index scans, the rate at whvichang
read/fetched from each index, etc.;

Statistics on table usage, which include, the nuriseqertial scans ah
index scans indtted on a table, the numloé times the table was scanned,
rate of inserts, updates, deletes on the table, etc.;

Userrelakd metmgs, such as the number of connections established by a
the server, theumberof active, waihg,idle conneatins per user, etc.;

Metricsrevealing the availability of availability zones and the default regia
Metrics reportinghe numbenf locks currently held on the server;
Metrics revealing the availability and respomsisof the server;

Metrics revealinghe number and details dfetlong running queries on t
server;

Progress Database

Measuresewvealig the totalnumber of sessions of each user and the rg
which the sessions are created by thg use

Measuresgh asthe availabty of the database and ttennection, the tim
taken by the database and the database connection to respamdiger
queies, wiether the query is executed successfully or not and the nun
records that were fetch&om the déebase;

Metrics relting to the rate at whichtefimage writes are performed by
afterimage writer, the total number of the hufigsywats, etc;

Metrics revealing the rate at which befor@ge writes are performed by
beforeimagewriter, thebeforeimage writesit ratio, the total numbeaf the
buffer busy waitgtc;

Statistics indicating the rate at which the read atel epations were
peformed on each data file, the rate at which the buffered read an
operations wer erformedon the data file, theate at which the unbuffere
read and write operations were performed on each data file,

Critical metrics realingthe numberof index entries that were newly creg
and were deleted per second, the rate at wieididéx etrieswerescanned
the number of block splits thatere created in the database while adding
index entriestc;
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Database Server

Measures such as tiage Awhich ealb user accessed the database, the nu
of beforeimage and aftémage readperations prformed by eachise per
second,and the number of befoitmage and aftémage write operation
performed by each user per second;

Metrics reportig the number of dient requests received per second
performing the read and write operatiom the deabae the rateat which the
readand write operations perfoed on the database gaicentage of the da
blocks that is readily available inntleenorywithout dongdisk I/O;

Buffer related measures such as the total number of buffegcachie, the
number of buffes tat are currgly in use and are modifigtle percentage
the used buffers and modified buffers, the number of buffersahebigoint
queuestc;

Measures revealing the number of user sessions and the rate at w
number of es#ons were ciged

Metris revding the rate at which tlepin latch was created, the average
taken by the spin latch, etc;

Measures relagrto the bck suchesthe number of exclusive locks acquire
the user per second, the numbieshred loks that were relasd per second
(S(oH

Informix Dynamic Server

External measures of availability and response time;

Sessiomelatedmetics suchasthe number of current and blocked sessi
transactiorrelated metrics such as the commit ratidbackrates; efficiercy
metics like ratef seqential scans, disk sorts, etc.; lock activity monit
including tracking the numbefrlok requests, ais, timeouts, and deadloc
space monitoring for each database
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Intersystems Cache

Reprts buffer poolusaje metricsugh as the curremtuffer $ze, the numbe
of interactive and batch buffers currently available, etc.;

Measuredhe avdabiity andresponsive of the server;

Reports critical database performance indicatdraslioesxeaited; routine
loads, new gladb references, neglobal sts, new global kills, logical datal
block reads, physical database global reaavrérdnew databasgournal
entries, write update status, etc.;

Reports the current number of nese seizes.

Monitors the uersto the datase instance, thdatabasand routine cachin
activities performed by the database instance, license usagdatdbthe
instanceerrors (if any) that have been logged, etc.;

Monitors the caching and data ament funtions performedby the ECP
applcation server;

Reports stastics that reveal whether critical application and system pr
are running or not

Meastesthe healt of the locking activity by reporting the number of Ig
currently held;

Monitors the Cehe console logto reveal the maber of warningsand
sevee/fatal errors encountered by the Cache database

Database Servex

SAP HANA

Measures revealing the spasagestdistics ¢ the disk volume such as t
total size, unused size, percentage of free @paentlyavalable, percgag
growth ingpace usage;

Measues revding the percentage of CPU usage of the database ser
CPU time spent in systeavél pocesing, uselevel processing; percentage
time the CPU of the database server wagddle

Memoy related metrie sich as the tal physical memarthe fee physica
memory, physical memory that is currently used by the database sér|
swapmemay, usedswep memory, swap memory that is currently used H
database server etc.,

Jace relatedndrics for ede sevice in thevolume such as eéhused sgce,
percentage of space that is currently used, rate at which the volume
grown etc.,
Meaures rexding the total size of each cache, numerical statistics reveg
requets or transations availabldor retrieval fom the cache, thmserts,
invalidate requests etc.,
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Database Servers

Overall health of the databaservein terms of galability and response time

Statistics related to connections such asutéer of conections in redy
sate, numbeof connections gt are arrently active on the server, numbe
connections assigned to users, number of ciomethat ae curretly
releasing the resources, number of connections through which théachli
transattonswere perfaned etc.;

Curent status and medof thedatafiles, the rate at which the reads/w
performed in the datafiles and the ttaleen 6 perbrm the D operations or
the datafiles are monitored;

Amount of PGA memory that is cemtly in ug and the percetageof PGA
menory utilized by thesers e revealed;

Measures revealing the heavy contention for the rollback segments, if arn

Key neasureindicatng the number of timeshat the full table scamvas
performed on the databasstance;

Meaules indicang the numberof expensive SQL atmentsand the time
taken to execute the expensive statements etc.,

Measures indicating thptime d the databasehe workload on each serv
port of the database, the numerical statistlesing to the compilations
peformed, therecords updatedhe rollel back transactions through each |
etc.,

Measures revealing the number of openartiorsof eah type ad the
maximum time taken for a transaction to execute; number of b
transactions ofeach type;

Measiresrevealinghe availability @resposiveness of the database server

Metrics revealing the number of open connectionsgddigetions running
connections etc for each user of the database server;

Measures revealing theéiar statuof each servicef the databasserver; the
uptime; averge time taken by each service to respond to requests from
number of threads feachservie etc.;

Metrics related to the CPU usage of each service; memory usage stati
asavailal# nemay, memoryha is availale for use etc.,

Mongo Database

Metrics revealing the availability and response time of the Mongo ¢
sever, he avdability and response time of the collections and docun
available on the databaswer, etc

Measires repding the totalnumber of connedans thatcan be establishe
from the Mongo database server, the number of connections thedikie
to use andhe percentage of connections utilized in the database server;

Metrics reveal @tage sizendexsize, tke anount of spee utilized, averagsize
of the objecttotal number of extents available across the collections, etc.

Measuresndicaing tre numberof large collections available in the datd
server and the size of thosgéaollectons;
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Metrics revealing thavailaility and response time of the Mongo datal
server, the availability and response tf he colections ath documents
avaitble on the database server, etc.;

Measures reporting the dbhumberof conrections hat can be esblished
from the Mango datibase server, the number of connections that are ay
to use and the percentageafinetions uilized inthe database ser;

Metrics reveal storage size, index size, the amopateisized awrage s&
of the objet; total number of dentsavailable across the collections, etc.;
Measures indicating the number of large dotischwailablein the dtabase
server anthe size of those large collections;

Key metrics revealinge rate atwhich the readlocks and wri locks werg
occurrel durirg the last measurement period, the number of insert,

update, delete, getMore atmimmand operdons reciwed by the databe
server, maximum time taken to execute the receivedonmseett.

Metrics reved#lg the rate awhich the requestsere srviced on the databa
server and the rate at which the data was transmitted froeceivd by tre
databasserver during tlast measurement period;

Measures indicating the numbereafl lockwais and writelock waits hel in
the queue;

Key statisics reveal number of times the flush operations performed to r
writes on the dislkaverag time taken foreach flush opeiian, and time take
for last flush operation;

Journaling Stiatics sud & the numbetrof transactioswritten to the jotnal,
the amount of data written into the journal, the compression ration of th
writtento thejournal etc.;

Memory related deta such as total memory allocated to the Mongo dat
the amount of memory allocatd to the jourrd, the amount of e memoy
utilized on the Mongo database server, the number of page faults occ
the dig;

Keymetricsrevealinghe rate at whicthe regular asserts, warning asserts,
message asserts, @sserts ad rollover assés occurred o the Mongo
databasservey

Statistics indicating the rate at which the gyetMommand, insert, dele
update,query,read ad write @erations were ¢eived in the database ser
during the last measurementquband tle rumbe of actve dient conmctions
that perfornread ad write operations on the database server;

Measures indicating the replication lagy,athouh of space allodad to the
Oplog,the amount of space utilized in the Oplog, etc;

Metrics revaing whelherthereplicaibnsnodes areunning or not, theurrer
state of the replication nodes, the heartbeat time received from the replig
node etc.;
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Cacherelded measures suchthe percentage of cache size utilizech the
total sizeallocatd to the cach, the amount of dathaatis currently available
cache, the amount of space utilized by the dirty cachayntbernd pages
evicted fom the cache, efc

Measureseveling the number cursors that are currendigedpfor he clients,
the numkber of cusors that are timedub duing the last measurement peri
and the number of cursors for which the timeout feawd$abled;

Statisticsevealinghe number of read and write tickets created by the
WiredTiger stage enginethe rumber ofreadand wrietickets that are
curently in use, the number of read and write tickets that are available fo
etc.;
Log fie reléed meticsindicdingthe total nmber of messages logged in, the
count of fatal and warning sseges irthelogfile, the ske of logfile and the
growthrate d the log file;

Metrics revealing thiate at whiclthe locls were occurred in the dadae
sever, the averagéme taken for auiring the locks, etc.;

Reporting the number of transactitre werénitiated, comritted and rded
back during theakt masurement period, etc.

Database Severs

Cassandra Database

Cassandra Server Layer

il

Metrics revealing the details of prepared statements such as number of
statements executed/evicteahfrcache dumglast masuemaent period,;

Key méricsindicating the Hinted Handoff status;

Metrics revealing theb-relateddetails such gabs realth, total number of job
launched on the tower; number of jobs that are completed successfully,
of jobs that faed on thetower;

Metrics revaling thenumber of project sync failures and inventory syn faily

Measures revealing tihanber of losts and groups failed during launching t
jobs using each job template;

Measures revealing the number sthand grougassociadwith each job
tenplak;

Metrics revealing the number of bloom filter false positives that were dets
onkey space

Measires revealing the average time taken bkeaspacto read/ write and
respond to a range of requests;

Metrics reveadg the menory teble related etailssuchas column count, switch
count, data size and on/off heap size;

Measuresewvealing the latenmiated information such as read latency, writ
latency and range latency;

Measures revealing the curréatus and amot of dat hardled by the nogf
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Database Severs

Cassandra Memonjayer

Cassandra Service Layer

Meauregevealing the Cassandra request related details such as unavai
requests, timedut requets and failed requests;

Measures revealing the current size of the log file, fatal errors amgl warni
messges thatwereloggedn thelog file and growthate ofthe logged file;

Metrics indicatinthe size of the buffer pool andount of service requests th
were not serviced by the buffer pool

Measures indicating the caagtedinformation auch as peentae ofspace
utilizedby ca&he, cache hit rate and hit ratio;

Measures indicating thelalys in flushing writes to diskedoovergrowthof
the commit logsuch as commit log growth rate/size/segment, waiting tim
and pading ime

Metricsrevealinghe Rotential disk spaceunchdue to irregularities in the
compaction processich as compacted size, number of completadifigeand
total transactions

Metrics revealing the sever labdlity, conedion reponsetime, query
respong time, connection availability, query availadidyno of records
fetched from the database;

Metrics revealing the numberqeferieshatare execedon the database nodé
beyond the configured time

Metrics indicatig the rateatwhich messaged eat type to be dropped from
the target database eod

Metrics indicating the rate at whHenlge mesgas/small messages/gossip
messages were completely transferred to each node from the target dat
node

Metrics indigting the ateat whichlarge nessags/amall messages/gossip
messages were dropped dutiansfer to each node from the target databal
node

Metrics revealing the rate at which tiessages were timed out during tran
to each node

Metrics revealinthenoderelated details suchurrert status, nodes joined in
cluster, nodes availaleciuster and nodes;

Metrics revealing thlianning state ofjossipprotocol and native protogol
Metrics revealing the number of task that were acégehirthreadqol.

Metrics reveding the ratat whichtasks were completed/pending/blockeer
secon in eachthread pool.
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Metrics revealing the count of BLOB filasd number of BLOB fileg
real/written

Metrics reveahg the amount of buffermemory available, amount of buf
memory allocated, and amounibeffer memory used;

Metrics revalingthe amount of flat buffer memory available, amount of
buffer memory allocated, and amodritad bufer menory used;

Metrics revealinghe amownt of privatebuffer memory available, amount
private buffer memory allocated, and amountiwhtprbuffer memory used,;

Metricsrevealing the count of rows read/written

Metrics revealing theourt of SimutaneousSSIS packegrunning
Metrics revaling thecount and duration of compongnt

Metrics revealing the count and duration of package;

Metiics revealing the count of error messages, warning messages, t:
messages and unknown messages;

Metrics evaling the counbf total pakages avabée and count ofpackage
that are Creatéd Running/ Cancelled/ Succeeded/Stopping/ Completed/
Unexpectedly Ended/ éndingand Railed

Database Severs

Microsoft SQL Report Server

MS SQL Report Service

f

Metrics revealg the count of Login attemptsuccessful logins/login failur
and Active Connections;

Metrics revealinthe count of request procesgimate, currentequests, faile
requests, requests that are disconnected/rejected and count of tamtes
availablén queue;

Metricsrevealinghe count of HTTP errors that have occurred,;

Metrics revealinghe count of Active sessions, New sessioms @unt of
exiging report requests;

Metrics revealing traata retrieval time of reports such as timentéde datq
retrieval pocess, data rendemng piocess and processing time of;data

Metrics revealing tliRiration of reports

Metrics revealing theetworkrelated details such as SQL server availg
Database connection availability, Query processigabilitytotal respnse
time, number ofecads fetched and query execution time
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MS SQL Report Mem Structures

il

Metricsrevealing the amount of data semd received on the server;
Metrics revealing the count of threads that were rejected;

Metrics revaing the count of successfuteports/cancelled report®aramete
Error reports/Timed out expired reports/Intertairor reports/Rendering
Error reports anéRunning Reports;

Metrics revealing the cadletated details such ashe hts, cacle misses ang
cache flushes;

Metrics revding the count of memory cache hits and memory oasbes;

Metrics revealing the amount of presduandled by the memory, mem
shrink size and memory shrink notifications;

Database Severs

Hadoop

Hadoop Data Node

f

Hadoop Name Node

1

Metrics reealing the opettional status and timeaken by the Dathlode to
send Block Report, Incremental Block Report and Cache Report

Metrics revaling the number of times the Data is read or written from
Node,

Metrics revealing the numbéitimesthe daaisread/writeninto Local Clients
andRemote Clients;

Metrics revealing the rate at which the block was removed, cacBedheld
and veified

Metrics revealing the count of heartbeat sent byNoal&to NameNode and
rate which hearthéoccus;

Metrics revealinghe rate at which blkaead write operations have occurre
DataNode;

Statisticsevealing the count of corrupt blocks, missing blocks, allocated
andblocks scheduled for replicatiand deleti;

Metrics rewealing FSImage Edit logs related details such as time
downloading image, uploading image and editing image;

Metricsrevealing the Name Node related details such as total size of th
Node, amount of space utilized awdilable fouse ad amaunt of cachefiles,
loads anl stale nodes available;

Metrics revealing the count of Journal transactions occurred in theé\Nden
and time taken to complete a journal transaction;

Metrics revealing the number of Retry CacheVaiialale/clesed anl updated
in theName Noe;

Metrics revealing the RPC related details such as RPC call rate, proces
taken by RPC, Authécation success and failure rate, Authorization su
and Failure rate and number of open connections;
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Srapsot operatons relatd deails such as numbef snapshot operations th
were created, deleted, and renamed, number of operations allow
disallowed;

Metrics revealing whether the Name Node has been rebooted, time pe
the Name Node has d&eup andstatis of the Name Node ;

Hadoop Node Managers

il

Metrics revealing the count of launched containers, failed container
containers, runing containers and allocated containers;

Metricsrevealinghe time taken to launch the containescadéd and awilable
memory, available vcoresndallocated vcores, bad local directories and
local directories;

Metrics revealing the healtlatss and count of Total nhode managers, 4
node managers, unhealthy node managers, lost node mastzmézd,node
managey and decommissioned nodearagers;

Hadoop Resource Manager

il

Metrics revealing the RPC related details such as RPC call egsingrting
taken by RPC, Authentication success and failure rate, Authorization
and Failure ratend numbe of open canections,

Metrics revealingghether the Resource Manager has been rebooted af
period that the Resource Manager has lpeen u

Hadoop Server

il

Jobs related details such as count of submitted Jobs, complefadetbbsbs
killed Job, pending Jobsrad running Jobs are reported;

Metricsrevealinghe details ofobs running between 60 to 300 minulteiss
running between 300 to 1400 minutasd Jobs running more than 14
minutes

Metrics revealing the fer related dtails suchas number of Bad idtype
Connections type, wrong length type, wrong map type, 1O error type ang
reduce type errors\r@occurred;

Hadoop Service

il

Metrics revealing thiéerberos Logirrelated details such as the numbe
sucessful adfailed logins
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Database Severs

MS SQL Analysis Database

il
il
il

Metrics revealing tlsize of memory and write rate of temporary file
Metrics revealing tlamount of partition and memory available for the serv

Metrics revealintperate at which index rows are created

MS SQL Memory

il
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Cache related metrics such as the count of cache entries, amount of me
used, direct hit ratio and miss ratio

Metrics revealing the rate at whiahhe was looked/upssed/evictedor
serving reérequests

Cache related metrics such as the count of cache entries, amount of me
used, direct hit ratio and miss ratio

Metrics revealing the rate at wiiabhe was looked/ufissed/evictedor
serving read requests

Metrics revealing the countaiiént and ger connections;

Metrics revealing the rate at which client/user connections was successf
unsuccessful;

Metrics revealing the count of Lock waits, Latch waits, deadlocks and
locks available;

Metrics revealing the count of Evahrathodes andBulk-Mode evaluatiol
nodes

Metrics revealing the count Bfraluation nodeBulk-Mode evaluation nod
cache hitsnisses and its ratio;

Metrics revealing the amount of memory allocated to file store wit
read/write and fault rate;

Metrics ewaling thesize of inmemory aggregation mM@pnension property
Dimension Strinfjle;

Metrics revealing themount ofmemoryavailable in the server;
Metrics revealing the hard/low/high memory limit;
Metrics revealing the amounsbfinkablféon-shrinkablecleaner memory

Metrics revealing the amount of memory availabkiB page poog4KB/8
KB lookasiddist,

MS SQL Analysis Service

f
f
f

Metrics revealing the number of cleprinections/user sessions established
Metrics revealing the countooinnetion requests/success and failures;

Metrics revealing theumber of idle threads in the processing thread
dedicated to nelO jobs, number of noA/O jobs in the queue othe
processing thread poahd number of threads running nd® jobs in the
processing thread pgol

Metrics revealing theimber of idIébusy threads in the query thread pool
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il

Metrics revealing theimber of jobs in the queue of the query thread pool
Metrics revealing theant of rowsread/written from reladhal databases;
Metrics revealing the rate at whitle of rows readritten into database;
Metrics revealing the count of rows converted dprowgssing.

Metrics revealing the rate at which bgtesent from the server to clients;

Metrics revealingpérate of aggregation lookups and aggregatiamalpipened
on the server

Metrics revealing the rate of calculadiomension/persistentachehits and
lookupsand network round trips;

Metrics revealingétmumber ofogical read operations using thealikg;

Database Severs

Apache CoucibB

COUCHDB DATABASE

f
f

f
f

COUCHDB MEMORY

f
f

1

COUCHDB SERVICE

1

COUCHDB SERVER

1

Metricsrevealinghe growth rate arglze & CouctDB,;

Metrics revealinthe percentage of database used and free aymitzbldor
use in GuchDB;

Metrics revealinpeamout and percentagd diskspacenvaiale;

Metrics revealintperead rateyrite rate and purge ratetioé database;

Metrics revealintpe count of authentication cache hits ansks;

Metrics revealinghe cache hit ratmiss rate andrecoveryrate of Design
document

Metrics revealinthe Shared Cache hihissekeviction rate;

Metrics revealinghe rate at which HIP copy/delete/get/head/post/pul
request happens;

Metrics revealinthpe different types of response rate that edouCoucbB;

Metrics revaing the rate at whichbulk request/HTTP request and Pu
request occur

Metrics revealgthe View Index and Temporary Index regueate;

Metrics revealinthe number ofreplications and document writduies that
hadoccurredn CouclDB,;

Metrics revealgithe count oftotal/successfudnd failure checkpointsadable
in CouclDB;

Metrics revealing the number of compactiamsmber of long runnin
compactions anehaximum compaction time taken byG@obectDB;

Metrics revealing the numberimdexers and long running indexers availak
CoucltDB;
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DatabaseServers

Metrics revealing the number of attempts takémeb@oucbB to read beyon
the end of DB filandSet limit;

Metrics revealinghe count of total/successfubnd failedreal repars that
happenedéh CouclbB;

Metricsrevealinghe count ototal logmessages thatcurredn CoucltDB;

Metrics revealing the individual count of
alert/criticd/ warning/info/error/debug/emergencwnd notice messages th
occurredn CouclDB,;

Metrics ewealingthefile size and growth rate ©@buctDB;
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Citrix Web Interface

Key statistics revealing the tieaf the inteactions beveen the web iatface,
XML service, and IMA service, which include availability of the Citrix
senice the time taken te@stablish a TCReonnectio to the Citrix XML
sevice, the total time taken for a user to login to thiex @ieb interfice and
erumerate all thepplications, etc.

Citrix StoreFront

Access Applicatons

Metrics revealing theteaat which resources wexaessed from the ste,how
well thelCA protocd ard RADE procesis utilized in accessing therstdime
taken toaccess thresources usiRADE process etc.,

Key metics indicating the rate at which users are authentieated on thei
language rpference, average tarntken for suchauthentiation, how well the
passvord change requests are pssed for the use? And thdime taken tg
change the passwords etc.,

Metrics revealing how well the authentication store shereser requests, ha
wel theuser requestseaddeted aftertte servie hesbeen serviceelc.,

Metrics related to Citrix Rzle such as thate of inage response régesd for
the resources aased, rate at which the resources were accessed, laith
cache calls were wgidl upon user requeset.,

Measuresevealinghe user subscriptin details such as the rate at etthuser
subscrigbns wereadded, enabledmeved etc from the stordne rate at whic
user subscriptions were updated etc.,

Metrics revealing the ratewhich the users acssirg through theCitrix Slf
sewice plugin @ auhenticated to access the tcoller and the \&erage tim
taken for acces

Citrix NetScale LB

Metrics revealing the extent to which CPU and memoryaesavere utilize
by theNetSderdevice

Netwok trafiic related stistcsindicating the aount of datatthe number of
paclets transmitted aneceived oer every VLAN configured on the deyi
and the packet loss ratio
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Citrix Access Gateway

Key metrics ratedto the processig abilityof the Citrix Access Gataw which
includesthe numbeof context reqgests pending processinige trate at whic
the gateway performs commits, updateketab, etc., the rate at whildta
streamsvere read/witten, etc.

Stdidtics pertainingto sessio management, such as, isassache its and
misses

Access Applications

Citrix XenApp Server

ICA protocol level monitoring of Citrix server availahitityresponse time;

True cliat emulatiorby recordin@gnd playback of useahsactionsotmeaure
each step athe user trargtiond includirg login tme,time for checking a
published pplicatons, time for accessing each published application, etc.;

Application resource usagetrts, suclas the numbyeof instances of eaqg
goplication arrertly executing, ahthe CPU and emory utilzation of the
aplicaton, so as to allow administrat to determine the most resour
intensive applications;

Userrelated statistics such asriheber of usrs curremyt logged in, their CP
and memory ulizgion, as well aseporting on wat processethe user is
curertly executing;

Sessiomelated stistics that provide the number of active and inactive seg
and the login times for easbssion;

MetaFrame XBpecific performance mets indicatig the rete of applicabn
enumeratiorand resoliion, the rate awhich data has been read from &
writteninto the IMA data store, availability of the data store, e

Monitoring at the Citrifarm leveld determinéhe number of pool licses that
arein use,assigned poditenses, etc.

Comparien of gpplication load and license usage for eachliegipon across
each of the servers in a farm;

Monitoring of thdicense usage of the producf the Citix MetaFraméccess
Suite

TCP ad ICA connectiomwalabiity of eachTCP pat and itsesponsigness;

Application eurce usagaetrics, such as the number of instances of eac
applicabn currently executing, and the CPU and memopatititi of the
applicationso as to allow admigtrators to deteninethe most resoure
intensive apptiations;

Userrdated statists such as thnumber of users currently logged in, their ¢
and memoy utilization, as well as reporting on what prec#sseiser is
currently geaiting; number ofithes the sessiongre disconected; usse who
reconnect# soon der a dsconnect, asrage clien@tency of each user.,

Sessiomelated statistics that pide the number of active and inactive sessi
conrected and dimnnected ssions, number of totaessions andetbgn
times for eachessin;
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Citrix XenDesktop Director

Key metrics revealintbe numerical statistics of desktop OS machines i
delivery group configured in i#essuch ashe total matnes, machines
mantenance mode, pered off machines, agjned mehines etc;

Statgtics eveahg thenumber ofmachines of each typetthae currently in th
state of failure;

Metrics revealinthe session load on each se®8 machinethe resoure
usage of each maahand the currerdtate of each machine

Metricsrevealing the s conrectims to eah delivey group, average tin
taken for users to access the desktops/applications delbsereach group
number of logis that are siv etc;

Ses®n related statistidhat provide th@umber of active andéhactivesessions
and thelogintimesfor eat sessiorto each delivery group ansite, status g
sessions to each delivery group, etc;

User connections related metsigsh as th&ailure of onnections due tdient-
sideproblemsconnection failure de to coniguration erroranachire falures,
number of new connections, login dtion of each user, user authentica
time, real timeobin details of each user etc;

Access Appliations

Citrix NetScder VPX/MPX

Extemal metrics of availdiy and espnsiveness of theavice;

Metrics revealgtheoverll health o€orehardwareomponents fahe
NetScaledevice, such ghe current voltagend temperature of CPU &, the
speed of CPEhns and stem fans, thergperature of CPU coreabge currat
voltage output ofarious power supply tgithe curent state fopower supply
units, etc.;

Metrics revealing the CPU wespgr processor and fre NetScaledevice aa
whole;

Disk spaceisage metrig such as, thetal capacity per dighartition,the
amount of used ahfree space, and themgen dik space usager partition

Memory usagmetrics revealing the peraeamory used globally the device
and the pefeature memory usage

Metrics rgealing the curng state of each netwomterfae onfigured on the
device, the link state tfeinteifaces, link ptime/downtime data/packest
received/transmitted over thderfaces, packetsogped by each interface,
error packets recei/transmited by each intede, etc.;

Metrics measing loadmposed by RNAT sessis, such as, the numioé
actiwe sessionsheamount of dta transmigtd/received, etc.;

Statistics wnitoring VLAN traffic,which include, data/paets
received/transrtted per VLA, count of packs dropped by each VLAMNtC.;

Measuesindicating howvell the device handléz HTTP, ICMP, TCP, ad
UDP load,;
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Access Applications

Key metrics revéag the device's DNSugry handling capabilisych as, the
numberof queries received and answered,uhear of tines tke cacle was
flushed, the cau of queries for whictecords vere not foungdnumberof
gueries in inMa query format, the numbefrr@sponses in invalidrmat, the
number of DNSequests refusedce

SSL acceleratioalated metricsush as, nundy of SSL ¢ypto cards present in
the device, the numbef SSL calds that aré&JP, thestatusof the SSL mgine,
the number of SSL/SSI2ASSL v3 transactionenformed on the devicéet
count of FrortEnd and BaclEnd SSL sessioretc;

Application firewallrelatednérics, such as, aomt of data
received/tenamittedby the firewlh thenumberof aborts, edirects, start URL
and deny BL security check vidians, etc.;

Measures p&ining to the High yailabiliy configuration foNetScalerwhich
include, whethethe NetScaleappliage is HAenabled or ngthe curent state
of the HA rode, he number oheartbeat packets received samd, the number
of times command propagatiémeéd out, the numbef synchraization
failuresetc.;

Loadbalancingivtual sererrelated metrics, sh as, the current saff each
virtual serve the rumberof client anderver connections to eachveg the
data/packetraffic on each serverget

Metrics indicatim the curent state of andata/packet traffic hated by each
auhentication virtubserver;

Statistics i reporting anomalieis transmissio of log messges to the
SYSLOG server, duas, the total numbef log messages generatednber
of logs senand not ent to the syslogerver, the count of NRallocatio
falures, NSB allotian failures, NAT loakp failures, etc.;

Servicaelatedndrics, suchs the current state of thetwal server bound to
each service, the numbédrserver and clienbonectiongo each servicthe
current load on theervice, te,

VPN sessionelagd metrics, such asettumber d VPN login equests
receied, the numbeof times the VPN login paégled, the number of BS
and WINS queries regetl by the VPN sessm etc.

Sun RayServer

Measureshat indiate whether evergun Ray client is ablto connect to #
SunRyy =rve;

Sessiomelated statistics revealing thenber and typ of £ssions on the serve

Metrics that shed lighdn the current status of critical device sesvbn the
Serve;
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Citrix NetScaler Web Inght

Measures revé@zy the numbe of requestsnd total amount of data reced/by
eachweb serveretc;

Metrics inécatng the number of regesstsandtotal amounbf data received R
eachweb applicationelaped time betweethe end of an enquiry andhie
beginning of aesponsérom the welbappli@tion, average latency causethby
server ad client networks, etc

Measues revealintdhe numter of requestandtotal amount of data received
the appliancehe& number of regestsandtotal amount of d& received bthe
appliaceusirgtheHTTP regques methodetc;

Measure indating theelgpsed time, from when thedvserstarts to receivegh
first byte of a regmse ofspecifidype until either all page temt has been
rendera@ o thepage load aicin has timed out.

Measure reveing the numier of requests received fromeclis running
specific operating systetime rumber of requests amanount of data recetv
from each type of clientc;

Key statisticmentioningherencertime aml load timeof each URL, numberf
requests eceivd for thisURL etc;

Metrics revealinthe number ofrequests received from leadient, latency
causedy the clienside netwrk etc;

Access Applicatons

Microsoft Terminal Server

Moni tori ng o fportfdn @adabildyand eespiss time C P

Traking of h e s e rPUandbnemoy usage; Monitoring of spe
applicatios deployedrothe serveto determine which pficatons are running
which are the most resource intensive applications, and wiogithese
goplicatons;

Sessin relatel metics to degermine how rary concurrent sessions are thil
currently and atgak times;

In-depth analys of the applicatits invoked/used by individual users.

Citrix Cloud Connector

Measure revealing thevailhlity and responseness of the Citrix cldy
Comector Service;

Measures revealing the time taken dogas an XMltransaction by the Citr
Broker Service, the rate which XML transactianwere received by theriit
Broker Seree, the count oKML transactbns procesed concurrently by th
savice

High Availabity Serviceelatedmetrics such as tlatabase coectivity, the
rate of datdasdransactions, the @diase transaction asgetc;

Registration reted statisticugh as soft registions, had registations, expire(
registratins,rate of registtions;

Metrics revealing the rate ofildd launchesand expired launches wh
monitoring the High Avaability Servicestc,
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Citrix NetScalerSDX

Access Applicatons

Measires indiceting avaliability of the SDXapplianceon the retwork, how
quicky the apfiance respond® requestsand whetherthe gpliance wa
restarted remtly,

Statistics pointintp the interface thas down and the interface that is hand
more trédfic than others

Key metrcs indcating the/PX instincethat isinaccesble and ato listing the
reasons for it,of example is it because the VPX iasteis down, or is i
beause the VM hostingghnstance is not running

Measures revealing thelCitilizaton level,the VX instnces that are hoggi
the CPU resourceand the speific CPU cores that are utitizamore;

Metrics pointing to the sizsf memay and storage rescoasof the appliange
theVPX instancethat utilize thenemory abnormalgndthe soragerepository
thatisrunning out of fee sp;

Statisticsindicating the utilization of physical djskhe count b SSLchips
available tose onthe appliance andegh/PXinstanceghat ae consuming tod
many SSkthips for processing SS3aftic;

Measure rgortingthethroughput of the agiane and theVPX ingancethatis
corsuming unusually high lolavidth;

Citrix Session Recording
Sener

Citrix Session Recordig Service Layer

f

= =4 -4 -4

Metrics revealing thietal number of files available in theording folder
Key mérics indicating the HindeHardoff status

Metrics reveahg theaverage/maximum file einfthe receding foldery
Metrics revalingthetotal size of ta recording folder

Metrics revealing the number of session recordings thetri@rgly beimy
receved by session recordireg\ser

Metrics revding the raie at which the message bytes\wercessed \bthe
Storage Manager

Meticsrevealing the ratewhich the message were received;

Citrix License Server

Liceng wsage metricsuch a the numbeof licersesnstllel on the semr, the
number anghercentage oickenses iized,etc.

Terminal Services Licesing
Server

License Servers

License usagaetrics such as the number of licenses installed on the ser
number angbercentage ofitensesitilized, &.
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NetscapeDirectory

Key metrics revealg the pdormanceof the caching activity of trsener,
which includes thcache hit ratio, rate of page reads and writes, etc.;

Metrics on entry caches Basthe cahe hit rab;
External measurexf availdility, responigeness, TCPoonectivity, etc

Active Directory

Overall health of the ActivDirectory in terms of kema cache hit ratio, tf
number of pending requests, the rate of write operatidhs directory store
etc.;

Key metrics pgaining to the replicabn activity ike the numberfareplicaion
updaes happening on the current rdain controller, the numibeof changeg
applied to the object properties through inbound replications, etc.

SunJava Sytem Directory
Sener

Database cheusageelated stati€s, such athe percentagef request to the
sener serviced by the databaabe, file cache, andtey cache;

Availability and responsiveness of the server;

Metrics revealing load the serve, such ashe curent number otonrectims
to the serve the numbef connections dndled bythe serve the operationg
completed ahousstanding operations ¢he server;

eDirectory Server

Directory Seners

Monitors the block and entry caches of eDireatdtty respet to databse
ently current sizeddabas entry items aced, databasblock items ched,
ently cache iratio etc.

Provides statiss o the accesses, ofnas and errors of each applicat
protocol interface of a directory server wifpect to unauthorizéd/invalid
requests, esl equets, add entry equests, rema entry requestsno of
chaining no of error requests, Replicatiumgates In and Out, inming and
outgoing traffic etc.

Active Directory Federation
(AD FS)

ADFS Service

il

Metics revealing thecount of Addtional Authefications availabldor the
server, number of dee authentiteons available, number d&rtifact
Resolution reqets available, number of certificate authentications av.
number of external Authentimmsard External lokouts availae;

Metricsrevealig the counbf Federation metadata reqadgiSIS HTTPtoken
requests OAuth autlorizaion/token requests Passive requestpassword
changed requests, Password change Failed/Successful requesMLaRc
token requests

Metrics revaling SSQelded deails such athe number of SSO authentioati
failures hat had occurred, SSO aarti@ations that had grad and token
requests;

Metrics revealing the count of User/Password authentication faahui
Use/ Password authenttiors, Windows intgrated authsicatims WSFed
token requesesndWSTrust toke requests

Metrics reveig the status, availabiland respongenme of the service
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SiteMinder Policy Serve

Key datistics indicatigpithe aalability ofthe serverand he total timetaken to
performauthorizatiorandauthentication checks;

Staistics related to thedministrator logins to the server, such as the ny
and percent of admin rejects, etc.;

User aitherticationrelatedmetrics which inclueé the numbeof auhenticaion
atempts, acceptsejects, etg.

Paformance metrics assatel with authorizationsvhich include the numb
of authorization accepts, rejects, etc.

SiteMinder OneViewMonitor

Criticd statistics peatning to every stef the requst authaization cycle,
which includeghe number ofogin attempts and failéogins, the number o
valdation attempts and failures, the number of authorization attemp
failures, etc.;

The &eMinder Agent Cacheelaed rnretrics, such ahe percentgeof resource
cache ahsession caclimts;

Key peformance data pertainitgythe SiteMinder Policgrver, which includ
the number of open connections on the server, number of autlentcd
auhorization requestaepédand rejectedby the serve etc.

Radius

External measured availabilif and response time;
Monitoring of critical Radiysrocesses

Authentication/ Policy Servers

Citrix Secure Gateway (CSG)

Statistics related to connections betweencli@Atandthe CSG, such as th
numberof active HTTPand ICA conecfons,failedconnedbns, etc.;

Key statisticshat measure to and fro ffra between the ICA cliemnd the
CSG, which includes rate of data received and sent by the CSG;

Metrics that reasurevaldaions performed byhe Seure TicketingAuthority
sud as therate @ failedvalidations ahthe numbeof successful validat®n

Microsoft Radius Servers

Measures such as the rate of accounting requests received and respon
rate ¢ duplicate acounting requestsetc., revealing howwell the semr
perfams acounting;

Key metrics idicating thehealth of the authorizatioand authenticatiorn
funcions performed by the server, such as, the rate at which access
were acceptedhalleged and rejected, the ta of duplicate aces requestaas
receved bythe sever, etc.;
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Microsoft DFS

Key metrics revealingg number of referral requests to the namespace, n
of requests processed, requestsdiiat,request procesgjrateetc,

Statisticsrevealing e bandvidth saed during replidion of each folde
number of files that we moved to the conflictral deleted folder, number
conflict files and deleted files, number of staging files thatgverated,
number ofstaging iles cleanedo, deletedm®@ inuseetc;

Metrics revealinthe length of e API queue, the throughpard bandwidth
savings each replication connection, the number and type of API reg
request processing rate éach type, databasedkups andccommits perfamed
by eactlvolumehostingthe replication fdeis etc;

Microsoit RAS Servers

Portspecifc performance metrioshich include, the rate at which bytes/fra
were transmitted and received, the rate ofsetihe number of remat access
connections, te.;

Perfornane stéisticsrelated to the tefhhone-communicabn on a computer
which hclude, the number of tgdbone lines serviced by the computer, the
of outgoing/incoming calls, etc.

Citrix Secure Ticketing
Authority (STA)

Important metricsndicatingthe statusof tickets such as thate & receipt of
vdidated and failed datequets, the rate of reipg of validated and failed tick
requests, the rate of ticket timeouts, etc.

Authentication/ Policy Servers

Citrix Federated
Authentication Service

Citrix FAS Service

f
f

Metrics indiatingwhether he Authorization Defirtionsis in £ssion or not

Metrics rgealng the MS CertificateAuthority Details whether the MS
Certificatas accessible or natd whether théviS Certiftateis set to default or|
not.;

Metrics revealg theAuthorizationCertiicatesstatus;

Metricsrevealing thEAS Servenelated measessuch as whether therger is
in maintenance mode or not, number of users accessing the FAS servel
of uniqueuses acessing the FAS=s/ersand the numbeof expiredusers
accessig this server;

Metricsrevealing thasergelated details dues number of users whoam this
certificate, total users possessing this certificate, number of expired u
totad anourt of expired useravailate;

Metrics rgealing theount ofactivesessions, certificaigning requgts, private
key operationperformed, and time takdo access this requests;

Metrics revealinghe server load related details such ahevtlee sever isin
high/medumvlow load;
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Microsoft Certificate Authority
Server

Authentication/ Policy Servers

CAS_SERVICE

il

Metrics revealinghe count of SSL certificates that gotp&#ed andSSL
certificates thatregoingto getexpired;

Metrics revealintpe count of active comections

Certificaterequest alated measures such emsunt of certificate requeg
processed, count akrtificates that aiesué/pending and failed statéme
taken to process the certificate request;

Metrics revealindpe timetakento process cefitate request, time taken to s
a cryptography, time takéar retrievingthe requesttime taken to proceg
policy module and time takermptocesgertificate challengasdresponses;

RPC userelatedmeasures such aser avdalility, response tienand admi
awailabilityarereported;
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DNS

External measure ofrailability 6the sever and responsine

Windows DNS

Exterral measuref availability of the server and response time;

Important measusepecific to a DNS sever running on windows, $uas the
rateof requests ancespnses to quees, the rate akecursive qug succsses|
and failuresetc

FTP

Infrastructure Sevices

External meases of asilability and response time for GET and P
operations

Network switch/r outer (any
MIB -Il compliant device)d
including
3Com/Cisco/ HP/ BayStack
switches/hubs

Network connectivityand reponse time moniting, bandwidthusage on &
incomingand outgoing links of the network switch/router

Cisco ASA

CPU usgemeasures readingthe percentage of time dog the lasb seconds
1 minuteard 5 minutette device was ugithe CPU,;

Sttisticsreporting totalamount of memoryavailablefor the menory pool,
number of bytes from the pool that are currently ustebgplicationon the
managed device and petage of unuseshemory in the pal;

Key metricrevealing numberf @essions #t are arrently active rothe Cisco
ASAdevice andumber ofusers who havactive remote access sessions;

Measures indicatingmber of IPsec Pasel and Phas@ IKE Tunnels thaare
currenty active, numbesf packets redéeed and sent byl dPsec Phasl and
Phase IKE tunnds andnumber ofpackets tat were dipped by all IPse
Phasel and Phasg IKE tunnels while sendingdreciving data

Network Devices

Cisco Routers

Network connectity and latecy monitoring;

Bandwidth usage mall incoming andutgoing liks; traking of CRC erray
colisions, dad factoryeliabiliy of each of the interfaces of the router;

CPU, memory, buffer liiaion on the outer,
Hardware monitoring inaing temperate, voltage, eic.

Cisco Catayst Switch

Performance Statiss pertming to a Cisc&atalgt switchsuch as th rate af
which data is transmitted and received by the correspondingerdétize
switch,andthe percentage of bandwidtilized by tht interface

Locad Director

Monitoring of virtwl and realesver waokloads in termesf comection ad data
rates

Network Printers

Toner capacity, paper availability, toner avajlgiéer flow, the numbepf
pagegrinted, and printer availalyilit

Measuremdicaing the stius of coversloors, input trays anduiputbins
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N etwork Devices

1 Overall availability and responsiveness of the firewall;
Check Point Firewall-1 1 Usage statiss including packet pocessing rate, percentagerejected an(
dropped packetsic.
1 Fanrelated ratricssuch as the speadd $atus of tle individal fans;
CiscoVVPN Concentrator 9 Staistics monitoring the temperature of different hardware compsoédnés
tempeature ofthe CPU and the cage,.ptc
Measures indating the levelf CPU, sessi, and throughputtilization
Key metricseveding the C® and memxy utilizatbn;
Metrics revealing the configured power and the actual powertaféet HP
Router;

HP Router 1 Tunnel related statisticsch as the numbef active tunris, amount ofdata
transmittedand receivedhroughthe tunnels, nungs of packets @nsmitted
and receivethrough the tunnekstc;

1 The current voltage on each voltageptst of themanagedouter;
The percentagof time duringhe last minte/during the lasts minutes té
devie was using the OP

1 The current stte of eah fan sensand the speed of each fan;

1 The memory utilization of each memondate;

1 The curent stée of each sensor of thevger supply urst

1 The current stteof each wltage sensor;

Cisco Nexus Swith .

1 Thesize of th(RAM andNVRAM,;

91 The utiliztion percentagef NVRAM,;

1 The currenbperational status of each fan;

1 The availability of all networkenfacs;

1 Metrics reveling the data transmissitmand from edt network interfee and
alsoerrorrelatedstatstics of edtnetwak interface;
The availability of gfirewall and the network connectivity of the firewall;
The high awailaility status of tb firrwall and the mode of high avdilgb
configuration;

I Sessionselaed meagses soh as total numbesf sessions thatra curratly

Palo Alto Firewall active and the number otige TCP/UDP/SSL Proxy sessions;

1 Key metrics revealing numhartunnelsthat are active weh GbbalProtect
Subscription is enabledd he uilization of the QobaProtectgatewsgs;

1 Measures indithg the number ofsessios that are active on each virt

systermand he percentage of sessions that are utilizedabnvitud system;

© 2020 eG Innovations, Inc. All rights reserved 41



Measurements made by eG Agents

&

Total Performance Visibility

Blue CoatProxySG

Network Devices

Metrics indiating the total nuber of dient HTTP connectins made byhe
Blue Coat ProxySG almce, the numberof actie client and seer
connections, and the number of idle client and server consgcti

Measues revealinthe rate at which tHéTTP requests wereceived from thg
client,the raé at whichhte number oHTTP hits were processdy the client,
the numberof HTTP errorsthe service time taken by the appliance to pr
the HTTP hitsthe HTTP patial hits ad HTTP missestc;

Key metrics providg the details orhé total numberof unencryped and
encrpted ICAP scanningransctons performed lieeen he appliance aride
ICAP server, the number of encrypted and unencrypted remassbesred
between thappliance and the I@Aserver, the numb of successful difiailed
ICAP transactionstc;

Measues indcating the resoce awilability stakiandthe resource utziation of
the appliance;

Statistics revealing the CPU utiliratad the apliance, thdotal amount of
memoryallocated to the@ppliance, the amatuof menory utlization ofthe
appliane, theamount of memonavaidble for use anthe percentage o
memay utilization of the appliance;

Temperature senspglated metes sich asthe current tatus and temperatu
of each sensor;

Voltage sensaelatel metrics suchas the currg status andoltege reading o
eaclsensr;

Fan sensaelatedmetrics such dke current status and speed of each sens

Measure reveals tleirent opeational stats of each disk avdila in the
appliace;

Cisco PIX Firewall

Buffer usage metricsuch as the aximumblocks that weralloated, the
numbercurrently available etc.;

Measures indicating status of a hardware unit;

Connectionrelated metrics, which ineldes the number of apeclosing, an
hdf-open connections

Dell Switch M-Seies

Metrics indicatindCPU ad Memory utilizatin o the stack units in th
switch;

Hardware related nse@es such as the current operaticiadlis ofthe fan and
the currenstde of the power supply, and therent temperaturereadng ofthe
sta& unit,

Measures revealingelturert switch statuef the stack unit;

Key metric revealing the port relatiethils such as tlaelministrative seatand
opeatond state of eachgpt on the switch, anstrength of the g@wer sjnals
receied and tansmited througheach port
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Juniper SA Device

Key hostlevelstatistics such #se percentage of disk space, CPU, memory
swap space utiéid onthe IVE system

Critical performance etrics such as a nsege of the log glgrowth on thelVE
systen, the numberof concurrent users onhe sysem, the numberof
file/lweb/applet/terminal hits on the system, etc.

3COM Core Builder Switch

Key metics prtaining to eeh o the network intedices supported by etf
switch, such asyaihbility ofthe inteface, the tfféic handled by the iatfae,
its speed, etc.

Juniper DX Device

Key hostlevel statistics such as the percentage of disk spacenedmty, and
swap paceutilized on the IVEystem;

Critical peformance metricsush & a measarof the dg file growt onthe IVE
system, th nunbe of concurrentuserson the system, ¢hnumber of
file/web/applet/terminal hits on the system, etc.

Metrics eporting the lgel of HTTP traffic on he device, and HTTBrrors
encounteredly the device

Juniper EX Switch

N etwork Devices

Metiics evealing the CPUtilizaton, current temeratire, uptime of eh
hardware component;

Memory related metrics such as the totalamediocated to each taéware
component, bifer memory and heamemory utilizatiorof each hardwe
componet;

Metrics eveahg the number ofimesthe temperatureaflue, fan failure ah
power supply failure events were triggered;

The currenmode of herouting engine can lascertained,;

OpenVPN Access Servers

Meastes revealindné total numbenf actve users connectétke saver and the
use relded statistics such as the datastrassion and reception, active seg
duration of eachseretc;

Stdigtics revealing thtetal number of licenses availabldHeserver, the
number oflicensesisal ard the number ofdense available for use

QNAP NAS Systems

Disk related meassrsuch as the current state of the disk, capacity disk]
and hecurent temperaturef éhe disk;

Metrics revealing the curteiate of each disrolume and tk s@ceutilization
metrics ofeach disk volumeugh aghe total volume, volume availdbleuse,
volume already usett;

Current speed of tHan;

Systenrelated metrics such abe current CPU utilization, temperatatc,
memory reled méerics of the sysem such as the @it menory, availablg
memay, etc;

The Uptime and reboot detailstloé system;

© 2020 eG Innovations, Inc. All rights reserved 43



Measurements made by eG Agents

&

Total Performance Visibility

Data Domain

Hardware related measssuch as the stas of each fan, fanpeed, status g
the dsks, disk capacigpnd measures leged todisk I/O, sze d the NVRAM
and erorsencaintered by the MRAM, battery statustc,

Metrics revealing the current status of each Power moduémsosl sverall
CPUoutilization and disk© of the storage sysinetc,

Key metrisrevealing theurrentstatus of th fie system servidbe space
utilization of ad file in the storaggystem, size of each file prior to and afte)
compression, compmsionratio of eacliile etc,

Big-IP/F5 Load Balancer

Measure key system perfoance metricsdr any gstem that qports the Net
SNMP agnt,and clecks for the auability and used memyoof a system usin
the NetSNMP agent;

Reports the status ofcomirg and outgoingraffic through all th virtual
servers/addrsses that have bamnfigured orthe loa balancer;

Repots the status ofna the trafic on each of he virtual IP addresse
configured on the BIEP load balancer;

Monitors the status ohd the traffic on eah d the virtual semers configureq
on theBIG-IP load balance

Brocade SANSwitches

Network Devices

Metrics indiatingthe airrent status (wether online or offline) of the fabr
switch, and the status (whether online/offline/fguttknown/testing) of the
links ofthe ports on the switch;

Key statistics reviéay the health afen®ors, such gthe number of sensoin
the naomal/unknown/faulty state;

Metrics indicating the statUstloe ports on the fabric switch;

FortiGate Firewall

Usage staticsindicating how wethe firewall uses the CPU, memory, diskl
resources;

Sttigtics measimg the load on the fwallin teems of the numlbyeof sessiong
to the firewall, the netwodnd data traffic processed by the firewall;

Firewdl efficiencyndicaors such as theumber of attacks and viruses that w
detected by the fireall during thdast 20 hours

Alcatel Switch

Overall health statics pertaining to the switch such mgut utilization, 1/0
utilization, CPU, memory ig#tion, etc.;

Usagedatistics of edicof the modules of the switch such agut utilization,
I/ O utilization,CPU,memory utilizatio, et.;

Metrics revealinthe status and usage of ports on the bwitc
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Forefront TMG

Measures relating to the camtesche of the fiewallsuch as the matat which
the data isetrieved from thalisk allocatedof cortent cachingthe rate at
which tre /O opemtions failed, dw well the URLs are seed and retrieve
from the disk drive; etc.,

Metrics revealing théieiency of the irewal such as the mber of scanned
messageshe number of fiected messagdsat were blockedhe numberof
spam mssage etc,

Metrics revdimgthe number of packethat were backlogged, dropped, allo
etc., by the firewall, etc

Metrics revealig thenumber of conreion objects that weveaiting for a TCP
connection, numér ofactive sesgig,SIP registrationsiunber d active SIP
sesiors, TCP and UDP cond#ons, the data transmission and reception rg
through the firewhlnumber of worke threads etc.,

Measues indicating the numbafractive H.323dls and the ratat vhich the
calk were handled;

Meastes evedhg the numberfaonnections that wegctive, connecting,
listeninghrough the SOCKS protocol,

Metricsreveding the dat&rander between theveb proxy clients andrgers
such as theumber of HTTP/HTTPS equests, ragt which data is sefrom
the computes proteedby the firewall, nuber of outgoing and incoming
connections etc.,

Coyote Point Equdizer

Network Devices

External metrisof availability and responsiveness eétualizer;

Clusterrelated statigts, such as, thedd oneach luster, the totanumber of
connections handled by each cluster, the rate at which servers in eaq
were accessed, etc

Metrics revealinthe number and nature of connections ®dtualizer;

Statistis related to loister servers, suas,the loa@ on each serven each
cluster, the responsiveness of each cluster server, the idle time of ea
cluster, etc.

Citrix Branch Repeater

Measues revealing the uptime and the peage of CPU used lbige branch
repaer,;

Metrics revemlg the daa transmissionnd packet transmission for ed
application link, the nuarical statistics of the droppedaland packets dog
transmission as Wes reception due to QoS thresholdregdt

Measures inditag the load o the branch repeatethe effetiveness of thg
repeater is reported by the amount of data and commeedtibas acceleratg
the compressi rate of the aeleraed date etc.,
Measires indicating the number of actiemnections, metricsarealing the
acderated traffic toand from each ICA applican, the ratio of datg
transmission and reception fortef@A application etc.,
Metrics revaling the levelfdraffic sent and retved by each configured serv
class, he packets dropped wh QoS threshdls are violated byaeh ervice
class, etc.,

Metrics revealing the volume of traffic handled by each 8#ANLAN link and
the packets dropgever the linkdue toQoS thresholdiglation etc.,
Measures revealing thdfitaaccelerated bgoh userconfigured trafficd
shapiig polcyard the rate of #ffic acceleration and the packet loss due to
traffic shaping policy etc.,
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Cisco SAN Svitch

The statusf the fan tray, the @wver supply units, and thensors;

Metrics sich as the opaticnal mode andperational state eachWWN of the
fiber channebport, the link failueexperienced by each WWid, e

The operational status of each MS¥ the fiber channel sitch;

Overallhealth statistics pertaigito the switt swch as, input ifization, I/O
utilization, CPU, menny uilization, etc.;

Cisco CSS

N etwork Devices

Metrics revealing the cemt status and usage of the destinatervices
configured for every servicgrow, which include, the current destin service
status, e number otime user requests the sevice group loatbalaned to
the service, etc.;

Metrics revealing the statand usage of each service graugh, @s, the currer
satusof the groupsthenumber of connections establistiedugh the groups
etc.

Statisticsdated to the loadeneatedby applicationsonneting to the CSS
such as, the number of applicapackets received and transmitteel ctirrent
sessiorstde, éc.;

Measurethatreveal owner activity on the deymsh as, the number tifnes
the ower accessed the ESwih catent requeststhe nunber of owner
requests dropped, etc

Key metrics p#aining to the status and usagehefdontent providi servees,
such asthe wrrent state of each service, tb&ltdata sent throughagh
servicethe average servioad the service statustc.;

Serviceelated statistics such as, the numbeémet each service served ow
requats, the status efch catent servicestc;

Metrics revealing the state asdgef content rules;

Metrics indicing the current ate d each IP interfaceon the CSS, and th
types of interfaces associated with ¥&AN circuit configured on CSS;

Overall health statics petaining to tle swich such as, input utilization, 1/
utilization, CPU, memyutilization etc.;

The currenstatis d each redundatink on the CSS.

SonidWall Firewall

Measures indicating the active connections on thellfiamdathe maximun
connections that came hadled by the firewall;

Measures rewalirg the reception/tr@smission ofragmented packetwough
each VPNtunnel,amountof data and packets encrypted/decrypted by eack
VPN tunnel;

Measures revealing the car@PU utilizatiorard menory utilization of the
firewall;

Generic SAN Switch

The current status ofhe sensors othe switch, the emecton wnits on the
swith, et.;

Portrelated statistics, such as the load on each port on the SAN swi
curren operational statand helth of each prt, the port speed, the errg
capturedn every port, etc.,
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Coyote LoadBalancer

Metrics revealinthe btal connections, active connections, total transactig
each server, amount of dedaeived/transmigid thoughthe servemumberof
HTTP responses compressedhaysever;

Metrics revaling the curentstate, failoer sate ad failover modef eab peer;

Measures indicating the total connections, active connections, total tnar
of each serveamountof data receivé/transnitted through each HTTP clust
and HTTPS cluster, numbeof HTTP reponss compresselly tre HTTP
cluster and HTPS clgter, etg

Measures indicating the total connections, active connections, totalanar
of each seer, anountof data reeived/transmitted through the L4 cluste

Measrres indicating thiotal connetiors, active carectons, btal transaction
of each server, amount of data received/transmitted through the L4 clust

Measures indittag the total conectiors, ative conneiions, btal transaction
of each serveamount of data receiét ransmittedhrough each seev pal;

Metrics revealinthe curent state and subnet state of each VLAN;

Network Devices

F5 Big-IP Local Traffic
Manager

Metrics inlicating the tempatureand tn speed othe CPUsupported by thg
local traffiananage

Metrics indicéing how the taffic manager Uizeseachdisk partition;
Chasd fanrelated metrics such as the current status and speed of the fa

The current stas of each pool andrtual sever configired onthe traffic
manager

The connedbns, dta and packet tnanission/re@ptian through edc virtual
server;

The maximmm nunber of connections that were established on each
server;

The availability of el node;
The activty staus d each loathalanaig pool if the pool is availabl

The connections, dat@ndpacket tansnssion/receptin througheach pool ang
pool menber;

The maximum number of connections that were established on each p
pool memier;

The data and pket tansnission/recetion from the client and server on t
Traffic Management Modkl

The clientand server relatecomections on the Traffi Mangement Modulé
etc., The connections, data and packet transmission/reception thrdu
virtual server;

The maxnum number of onnectims that were established onhewirtud
server;
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WatchGuard Firewall

Measure revealing thmurrent CPU ulization of the firewall at period
intervals;

Measures inditag the tofl connections, #we connetions and the
comectios that were dropped by the firewall;

Measures revealingpet data and paek transmissn/reception through the
firewall;

For ea&h firewall policy, measures such the connections, da
trangnission/recption, packet tréit and pakets discarded dw to erors is
reported;

For each VPN pair, @asures such as RSEC trafficpacket trdfc, packets
discarded due to errors ipoged;

Data traffic, packet traffipackets discarded due tomes etc.are reported for
eachVPN tunnel;

Measures rewaling the Data traffic through various protds such a
Encapslating SecurityPayload (BS), Authentication Header, IP Payl
Comgression protocol (IpComp) of eaeisity association;

Measuresevealing arious errors dunig peckettransnission for ach seurity
association etc.,

Network Devices

A10 Applicaton Delivery
Controller

Measure reaaling the @rcentage of CPU resources utilized;uhermt state o
each power supply unit

Measures indicating thetal capaty of the disks,rmaourt and percentage of
spae utilzed from the total capfcof the disk and free spaceadable in the
disks;

Memowy related metrics such aal amount of the memory configureg
amount and peenitage omemoryspace anthe amounbf memoryspacehat
isavalablefor use;

For eachreal server/virtual semyanetrics rexaing thecurrenthealth, rate a
which data red packets were transmitted from and vedeby each re
server/virtual servemumber of active connamts, percetage of connectio
usel by each red server, amber of persistent connectigng7 requestg
processing rate etc.

For each porbf the real server/virtual sery key metrics revealing therent
the rate at which data apaickets we transmitted/reeivedthrougheach port,
number d acive connectionsnaximum number of connectis that werg
edablished througheach port of the real server, number of persist
connections etc.;

For each serviggroup/service group membdey metdsrevealing theurrert
healtlistate, rate & which dat and packets wer&ansmitted/ received
percentage of age connections thavere establiged,the rate at which th
connetions were establisheshaximum numér of connections that we
establiste through each porof the virual server, maber d persistent
connectionsetc.
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Array Application Delivery

Utilizaion levéds of the CPUof the Array Application D&kry Controlleare
measured;

Measurg indicating the currenasiis of théans and power pplies availdle in
the targedelvery controller;

Metrics revealing the spadilization of tle disks on thetarget élivery
controller;

Key statistics indicag health of the real and virtuavees associated with t
amplication @lvery controlleandhow well the dient trafic was processed b
thereal and virtual serversd the server thdandles the eximum taffic;

Statistics revealindpe number ofconnections established to the dasli
controller and the numbeof reques processed by ¢h taget delivery
controller;

Measuesindicating the numbeaf SSL connectiathat were opencaepted
and regestedd the virtual host, the number of SSL easdhat were resumg
and yet to beesumed and the number ol Bnnectiosthat were missgeon
thevirtual ha;

Measues reprting the amount of datransmitted out rad received afte
compression, therate atwhich the bytes were transmitted/receizetl
compression ratio;

Cache statists such as number of GETEMD and PURSE requests recaid
bythe cabe andhe percetageof requests that were sexsfully retrieviefrom
the cache;

Key measuresditatingsize and limit of different types of dettaicture items
available on the tatdelivery controller arfdr eachype, the number afata
structure itensthat ae avdale for use on the dediy controller;

Controller
")
o))
o
>
(@)
@)
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()
Z
HP Switch

CPU meages such as thcurrent CPU utiation and tB maximum percental
of CPU utilizabn by theHP switch

Measues indicanbg total amount b menory alleated for the vgitch, the
amount of memory tht is currently utilized and is avadldor use and th
percentage of mmory utilized by tswitch;

Keymeasure indicating the percentddeRtJ utilized by each prase
Curren temperature ohe svitch isalso reported;

Metricsrewveding the numberfausers who are currently active ontdéingetHP
switch ad the users whavere blocked on #switch;
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CheckPoint Smart Appliance

Disk meastes such as total spacecated foread disk, spacéat s currertly
avaitble far use and anount and percentage of space thatrismily in use.

Meaures indicatip speed at whicheachfan opeatesand whether/nd the
sensor ofhefan is out of rage.

Metrics revealing theurcent sttus of each powesuppy unit the curreit
voltage ofeachelement and whether/not the LED corresgimg to the
elemenis out of rage, he current temperaturétbe hardware unigtc.

CPU related metriszich as peentage of CPU utilizatiamd CPU Lilized for
systenmieveland serlevel gocessig.

Menory related measures such as total mematyeadppliance, amatuand
percentge ofmemory utilized by thegliance and amounf memory that ig
currently availdd for use in the appliance.

Measuresndicating perceage © CPU utilized byeach wtual systen, the
number of connections that arareatly active onhe virtual sysim an the
maximum number obanections made the virtual system.

3Com Switch

Network Devices

CPU measures such as the aur@PU utization and the aximun perentge
of CPU utilizationby the 3Com switch

Measures indicating tbtamount of memongdlocated for he siitch, the
amount of memagrthat is currentlytilized and is available for usel @ahe
percentage of memautilized ly the switch;

Key meastes iricating the curren opematioral status of the switch and t
percentge of CPU utilizety each procegerformed on the switch;

Curment temperature dhe switch is also reported,;

Metricsrevealing te number ofuses who arecurently activeon the targt
3Can swich andthe ugrs viho were blocked on the switch

Dell EM C S Switch

Metricsindicating theitilization levels dEPU andnemory of the switch

Satus of thehardware components such fass, powr spply unitsare
revealed. Staticsrevealinghe speedf the fans in théan tray;

Measrres revealing theicent temperaturef the switch and thcurrent voltag
statusof the switch;

Metrics relating tthe stack unit such as cutrstatustype and uptimeral the
total time during whickhe sack unit has been up since ¢hast reboot.

Dell N Series Swith

Measures indiéag he utilizatiorlevels of CPU and memarf/the switch

Statistics reveatjithe current status of theahldware ampments such asn,
power suply and temperate ofthe svitch

Metrics relatingp the stack nit such as currestatus and uptimené the total
timeduring which the stack uiis been up since the last reboot.
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Radware Alteon Load
Balancers

Metrics evealing the U uilizationlevel of he lad balancer at diférent time
stamps;

Memory relatémetrics such as totalenory allocaibn, the amount of memory
that is currently ilized by the load balancer andahmunt of memory that is
free to use;

Stdus of the hatwarecomponets such atns,powersupply andemperature
of the load balancer;

Key metrics revealiige high availabty, throughputandSSL capacity usaafe
the load balancer;

Session relatedatisticspertainingto the eal serweard virtual sersr ae
reporte;

Servicegrouprelatel metrics sth as current status, numbesasions that are
currently active andhetransmit rate

Metrics revealing the nuerbof real servers in normal, doamd disableq
states;

Peplink WAN Router

Network Devices

= =4 =4 =4

Measures indatingthe perentage of @U uilizedby therouter.
Metricsrevealinghe percentagef menory utilizedby the router.
Measrres indicatinthe devicereboot timeanduptime

Measursg indicatinghe curent state of each VPN pieficonneted to the
routervia WAN connetion.

Measues ndicatng thecurrent status of each access point ected to the
router

Measures indigiang the current status of each WAN connettio the targe
router.

Statisticsevealing the data/packetsatitare tansnitted/receivedhrough each
WAN connedbn.

Cisco Wireless Acesspoint

Measures revealing théatommumber of ng ugrsand he numberof uses who
arecurrently logged in and loggedt of the device;

Metrics revealing ¢éhcurreh staus of eachadiointerfaceand theWLAN and
channé utilization levels;

Satistcs revealing ataand packetranseér rates ofeachuse, the number of
packetsand the amourdf data dropped during transmissemg the number g
TS violatgackets;

Measiresindicathg the number éinfo, debug, otice,warning eror, critical,
alertand emergency events occurrecherdevice;

Measuesrepating thestats of ech virtual aes pointand

Key measure revealitigta transmission of the wgrk&up intheupstream and
downgream acas point device;

Metrics indiatingwhether/not the erail alert feature is enabled ondbeice,
and thecount of emailalertshat were successfyksentand were failed;
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Riverbed Steelhead

Network Devices

Steelhead Services

= =4 =4

Steelhead Statistics

f

1

Flow Statistics

f

Metrics reealing thecurrent health and s#gestatusof this device
Metricsrevealing the current temperatfréhis device
Metiicsrevealing théme at which the service was startedgtmization

Metrics revealing the count of connectieiatedmetrics sch as number of
optimized conngions/ pasthrough comections/half opened connectiong
half closed amections/ Estaldhed ad total connd®ns;

Metrics revealing the current ssabf the process that are running on
device;

Metrics revedg the dtal number of times the procesas crashedr exited
unexpectedly;

Metrics revdeng the amountfeeggregateddatawhich has received/transmitte
through devicever WAN to LAN;

Metrics revealing the amount of aggregatadadath s eceived/transmitteq
through evice oveL AN to WAN;

Metrics revaling the amount of data that bagn passed thrgludevce over
WAN to LAN and viceversa;

Metrics revealing thietal amount of dta transmitted without optimization;

Metricsrevealingthe amount of data which that shdbeen redeed throuch
applicatiorport over WAN to LAN;

Metrics revaling the amouraf datawhich that haseen transmitted throug
application pdrover WAN to LAN;

Metrics revealing theumber of hits/misses easured o the data store pe
second durig last measemet peliod,

Metricsrevealing the percentage of dislizatl for the da store operations;

Metrics revealing the amount of traffic generated from the saarcss
timeline;

Metrics revealgntheamount of traffic rece®d ondestindbn mnfigured on
steellead device;

Metrics indicating thremount of data @angnisson flows on tp talkers;
Metrics revealing the amount of traffic generated on specified applpation
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Blue Coat PacketShapper Load
Balancer

Network Devices

Partition Details

Class Details

f
f

Link Details

1

Metrics reveaidg thecount of low order data ahih order data

Metrics revealing th&etransmitted/Dropped Late/Dropped ®chiler orde
data

Metrics revealing théetails such as count won-compresed @ta and dat
received éfore and afteconpresson;

Metrics evealing the count of packets tirat available anetransmitted;

Measues revealing the count of TCP packetheduler dropped packetsl
late drop packets;

Metrics reveaidg the counof Frames, CIR Failure almv bandwidtHailure;

Metrics revealg the TCPconnectiorrelated detlsi such as numbef 3CP
connections ailable number of connections exitedfused/ignored/aborte(
anddenied

Metrics revealg the counof low order data and higider data;

Metrics reveding the Retmsmitted/Dropped Late/Dropped Schddr order
data;

Metricsrevealing theount of TCP packets that are availadtgretransmitted,;

Metrics revealing the count isuegshat rad occurred wk to CIR Failure,
Client fbod attack, ®eer flood attack, HTTPclientside error and HTTH
servefsdeerror;

Metricsreveding the TCP amnectionrelated details such msmberof TCP
connections available, number of connections exitesét#fgnored/dorted
and denied;

Metrics rgealhg the count of tramsmitted data, received data, cesgerd dat
and retansmtited data;

Metiics revealing thpacket related detaibuch as total count of pack
availablenumber of TCP/retrasmittal/ transnitted packets available,nmoer
of transnitted recéved packets hat have dropped, number

transmited/received packe that have dmped due to hardware error/n
buffer,

Metrics revealing the TCP connectiefateddetails such as numbar TCP
connetions available, number obrnections extd/refusal/ignored/abored
and denied;
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Cisco SG switch

Operating System

il

=A =4 -4 =

CPU rdated metrics such as CPU enabledsstatrcentage of CPU ultilizg
during the last secondl minuteg/5 minutes ag repated,;

Metrics revealgthe currenttaitusof the fan;
Metricsindicating theurrentstate othis temperature 1sgor;
Metrics indiating the current status of the posugoply unit;

Metrics revealing the safeguard engine relateits deich as metherfnot
engine is enablead current ste d the engine;

Metrics revealing the PoE PS&rtprelded details such BSEport statusPSE
currentvoltagePSEoutput status ahPSEoutput voltage;

D-Link DGS Switch

Network Devices

Operating System

f

CPU elated metricsuchas CPU enabled statpercentage ofPU utilized
during thdastl secondll minute/5 minutesare reported;

Metrics rewaling theflah memory related details such as amofirflash
memory allocated, amount of memory used, amoutsbfrfiemory aNabke
for use and percegia of flash meary used;

Metrics revemg the current status of FaRan2/Fan3/Fan4/Fan5of thisfan
tray in thé stack unit.

Metricsindicating theurrent state of this temperature sensor.
Metrics indicating éhcurrent stas ofthe power supply unit

Metrics revdimg the safeguard enginrelated details such as whetiwr
engine is enaldendcurrent statef the engine;

Dell Forcel0 switch

Operating System

il

= =4 -4 4 =

CPU related metrics such as CPU enabled giatuentage ofPU uilized
during the las secondll minute/5 minutes are reptad,;

Metrics revealintpe currenstatus othe fan;

Metiics revealindhe amount omemory utilized by the gah;
Metrics indicating the current status of the power suipiply
Metricsreveding the current staguand temperatel ofthe stack unit;

Metrics revealing the count of faays and power sugplnis available istack
unit;

Juniper MX Router

Router Service

Metrics revealintpe current status tie BGP peer
Metricsindicatingthe number of messagjeeceived byis BGP peer;

Metrics mdicatingthe number of messagesnsmitted throughhts BGP
neighboy

Metricsindicatinghe time delay measdras result of this RPM probe type
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F5 Access Policy Mareger (F5
BIG-IP APM)

Network Devices

APM Sevices

il

F5 Server

f

Metrics evedhg the connectiomelated metrics such as total neamiof
connections ailalbe, number ofconnections that are currently in usenber
of raw data received atrdnsmitted, and number of camgsed datageive
and transmitted ;

Metrics revealintghe Global connectionalated details such as total nunae
global conneminsavailable, nuna of global connections that are ently in
use, number of raw datceived and transmitted usihgpal conneions,and
number of compraegd data receid anl transmitted usinglobal connections;

Metrics revdimg the Profile acess elated detailsuch as number of sessiq
that are cuently active/Pending/Establighenumber of sessions termilagy
Admins/Error/U ser logouts and numbafrsessions lalved deried by ACL;

Metiics revealinghe APM User relate details such as mber of F5
connectios accessed by the user, amount af @aeived and transmitted
the user, number of packets reediand transitted by the user and couaot
citrix sessins acesed by the user

Metrics revealing the count ofal, new and loggemlit citrix sessionghat
occurred;

Metrics revealing tlewunt of total, new and logged out session details for
F5 Sessions;

Metrics revealing the5 system raled dtails such as theumber of Active
connections/Serveeonnections and i€Ehtconnectionavalable in the system

Metrics revealintherate at which service operation has done, packets
transferred, Hp reqiests were made, and$@nsactionaeredone

Metricsreveting the rate which data irbhsmitted and reved and re at
which pakets were transmitted and reative

Metrics revealing théraffic related details such as the lmemof byteg
transnitted and received ke client, numberfopackets transmitted ah
received by the client amdmber of connectiarestabltged bythe cliat;

Metricsrevealinghe déails such as number of data transmitted/received
the servenumber of pcketstransmitted/receivefiom the server and numrb
of connections that arcurrently establishigdm the server;

Metrics revealinthe amount of €U used, amount of memornedsamount o
memory available for use and number of packetgeatfo
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TM Server

il

™

Metrics revealing th¥irtual Serverelated detailsush asthe status of thg
server, number ofdata transmitteand receivechumber of packets receiv,
and transmitted, number of active connections available, maximmioer of
connecions available for thiserver, number of recg®e processed by th
sener, and number of conriems established the server;

Service

Connetion pool related metricscduasstatus of the pool, number of act
connections availabie the Pooltotd count of connectionavailable in thg
Pool, anount of data transmittédreceived in Pool, nunao of packets
trangnitted/receivedin Poo| Pool nember activity status anddPonanber
availability status;

Brocade Fastlron Switch

Operating System

f

f
f
f

Metricsrevealing thamount 6 CPU usedby the switch
Metricsrevealinghe operational stabf the Fan and Pow&upplyunit;
Metricsrevealinghe current temperatuie the CPU

Metrics revealing the memoejated details such asocamt of memoy
allocated, amount of menyoavailable for use apdrcetageof memory use
by the memory module

Network Devices

Maipu Router

Operating System

f
f
f

Metricsrevealing theurrent status, prioritgnd current option used by this ta
Metrics revealintpe percentage of BU uilized by this task.

Metrics revealing thetotal ske of sack memory utded amount of stdc
memory utilizedamount of stack memyprthat is avaible for useand
percetage of stack memory utilized by this task

McAfee Email Gatavay

Hardware Management

f

f

System Management

f
f

Metrics revealinthe state of various faavaredevices such as Tempéuee
Sensor, Voltagsensor, Power supgensor, coolingssor, et¢

Metricsrevealinghe health state UPBxidge mode and Disk;

Metrics revealinthe amount of CPU used biyet server;

Metrics revdimg whethethe gppliance has beeabooted or at, ime period
thatthe system has been tpcs the lastime this test raandthe total time
that the server has been up since its lasttre

Metricsrevaling the partitionsdlated details such as@amt of dik spae
available, amotnf disk spag used, and amourftdisk space available tse;

Metricsrevealing th@aritions related details such as the number of total
availake, amount ofisedfiled available and miber of files availabler use;
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Network Devices

SystemService

il

Detections

il

Inbound Summary

il

Metrics revealing the Hdmstate of services suas the AV dathealth state
SFAM health state, Anti relay health state, SMTP health statg, Health
stae, QVIA process health sta&Tl message reputatisarviceGTI feedback
serviceGTI file reputaton, RBLcheck LocalLDAP, Remote LDAP and AS

Metrics rewealingthe Webmail client health statevent handler process hea
state SVITP retryer ptoool health stafeSPAM ypdater process healthatst
Postgre proesshealth stateandRMD merge Rocess health state

Metrics revealinthe issues detied when camection initiated by the rema
system and local system suclkoast of sendr ctecks, denied sender,FS
BATV checksaand RBL ratch;

Metricsrevealng the detection fated information for ibound and outboun
such as the rguent based dettionsantirelay based detections, detections
to greylist, deteéons due to @ntert, LDAP permit recipienbased detection
directory harvest based etecions and aktectionsdue to GTlI message
repuation’ sender il DKIM check SPAM PHISH/ mailfiltering mail
sizefilteringandfile filteringand count of total irdund detectios déected;

Metricsrevealinghe detection tatedinformation for inband and outbound
such a the Packers detedd by AV enginePups detected by AV éng
detectiongdue to DLP checks mail URL reputationsmail URL reputation
DOS;

Metrics revalingthe SMTP proxy relatel detailssuch as courdf total SMTP
connectionsestatished, numbenf SMTP retry attemptsand number of
connections blocked adda transmittethrough proxy

Metrics revealing the details fobdond block elatel details such as t
number of totainbound nessages blocked, numbeblofks that occurred uk
to sender checksender denial checks, RBL checks, B&tie¢ks, SPF cties
PUPS, Packers, Virus and threshold;

Metricsrevealinghe details suclas he recipient based deiens, antrelay
baseddetections, detections duegeyidt, detectios dueto content,LDAP
permit recipientbased detectiongjirecbry harvest &®d detectionsand
detections due to GTI message reputatender id DKIM che&/ SPAM
PHISH/ mail fltering mail sizefilteringandfile filteringand caint o total
inbound deéections deteed;

Metricsrevealingthe detection relatedformaton for inbound such as th
Packers detected by AV engiPeps @tected by A\énghe detections due t
DLP checks mailURL repuationg mail URL reputations DOS

Metrics reveahg the deVery rehted details such as Total Inbound En
deliverd, Totalplainmails delivered, Total encrypted mails deliveredT k&g
encryptedemait deliveredTotal TLSsecure web erypted pul/pull/dual
emails delivered

© 2020 eG Innovations, Inc. All rights reserved 57



Measurements made by eG Agents

&

Total Performance Visibility

Network Devices

Outbound Summary

il

POP3

il

il

Summary

il

Metricsrevealingthe count of ¢étal TLS S/MIME encrypted emails deiéd
total TLS PGP encrypted emails delivai@dl TLS encrypteemails delered
through TLSand btal secure web pukhull/du al encrypted plain emal
deliveredTotd seare web S/IMIME encyptel plain emails deliveraddtotal
secure web PGP enptgd plain em#s delivered

Metrics revealing theetails forOutbound block related detaisuch as th
number oftotal inbound messages blocked, numibeliocks that occurred ue
to sender checks, sender denial checks, RBL checksclhegks, SPF elcks,
PUPS, Packers, Virus and threshold;

Metricsrevealinghe details such as the g@ent based detectioremtirelay
based detections, detections dugreglist, detectionsug to contentL. DAP

permit recipientbased detectiongjiredory harvest Ised detectionsand
detections due to GTI messaggputatioh serder id DKIM check SPAM

PHISH/ mail filtering mail sizefiltering andfile filteringand ourt of total
inbound dtections detected,;

Metricsrevealinghe detectionalatedinformation foroutbound such as th
Packers detected BY engine Pups deéected by AV engineetections due tq
DLP che&d mail URL reputationsmail URL reputations DE)

Metrics revealinghe celivery related details such as Total Outbound &
delivered, Total pla mails delivered, Total encrypted naalveredtotal TLS
encrypted emails dedred Total TLS securgveb encrypted pugull/dual
emails delivered

Metics revealingthe countof total TLS S/MIME encrypted emails delivel
total TLSPGP encryptedneails deliveredotal TLS encrypteeimails delered
through TLSand btal ®cure web pugbull/dual encrypted plain ema
deliveredTotal secure @b S/IMIME ercryptedplain emad delivere@ndtotal
secure web PGP encryptadin emaildelivered

Metrics revealing the issues thatlatected dring Post Office Protocolcaess
such as the counf SPAM, Phish, Unsafe URL and Safe URL;

Metricsrevealhgthe count of Virus, Bckers and PUPs detected by AV eng

Metrics revaling the countof quarantined email messagibst are
avaihble/Queued/Released;

Metrics revealing the state oEmail messages such as availg
Blocked/Releasl/Bounced/QueuedQuarantined and Digered;

Metrics revealing thSMTP Detedbns related meases such as aot of
Total/lnbound and Outbouth detectionsnade;
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Mule ESB

Mule Server

il

Metrics revealinwhether the server was able to redpsuccessiiy to the
query made ke test.

The response code returned by the servétdsimulated ragest
Metrics evealing theize of the content rehed by the server

Metrics revealing théime taken by the server to respond to the reqite
receives

Metiics revealingwhetter the server was successful in executing the r
maceto it.;

Metricsrevaling thetime for establishing a TCP connestio the web serve
host,

Measures indicatinghether the test managed to establish a TCRam@mmto
the sever;

Metrics revemlg the time taken by the server to respond to the teqtig
receives

Network Devices

JetNexus Statistics

1 Metricsrevealinghe amounbf CPU, Memorand Disk used by the applianc
1 Metrics revealing the aomt of datarecéved and transmitte amount of
compressed data received taasmitted usp system
1 Metricsrevealinghe amount of data transmitted aedeived using Rear&er
and Virtual Server;
JetNexus Load Balancer 1 Metrics revealing tlowunt of total connectisrand current codions;
1 Metrics revemdgthe status of Real Server &fitiual Server
1 Metricsrevealinghetotal clients and amount of pool used by tla Rerver;
1 Measuresevealing the amount of data cached and compressed by the
Server;
1 Metrics revealingumber of hits occurrednd total number of clients aahblie
in Virtual Severard Real Seer;
SynologyStorage
1 Metrics revealinipe current statusf the volume available in thestem
1 Metrics revealing thate at with data was re&m/ writteninto this device
Synology NAS 1 Metrics evealinghe numbe of times data &s reaflwritteninto this device
1 Méetrics revealingthe read and write throughputumber of FDS openeg
concurrenthandbardwidth utilizedor receiving anttansnittinga copy jb;
1 Méericsrevealinghe percentage of space usage ondiakh
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Fortinet Sandbox

Fortinet Host

1 Metrics revealing thePU usage related details sudheasmount ofphysical
CPUusedandamount ofCPU usdon excluding nice process

1 Metris revealing thenenory usageelateddetails such amount of memory
allocatd, amount of memorysed, amount of memory available for use
percentage of memory used

1 Metrics revealing thiisk sage metrics suchAgilable space, use space,
spae and percentage space available for use on the;disk

1 Metrics revealinipe number of trap messages sent
Network

A Metrics relating to the uptime of the Sandbox such as whether the Sanq
rebooted or not, the time for which the Sandbox has bpsince the las
retoot, etc

Fortinet Job Statistics

9 Statistis revealing thpb-relateddetails suclasthe count of pending offic
files/android filesiveb files/userdefined fileand norsandboxiles

1 Metrics revealing the count aéngling URL gbd processing jobs andb
assignment

Network Devices

InfiniBand Switch

I nfiniB and Fabric

1 Metrics revealing the operational status and Element Manager avail
Fabricelements

1 Metrics revealing the count ofngling URL gbs processing jobs arjdb
assignment

I nfiniB and Ports

1 Metrics revealing tH8MA Portrelateddetails such as Link state, Physical
andspeed of Active link

1 Metrics revealing tHeMA Extended Pontelatel details such as the amount
data transmittédeceivedandnumberof packets ansmitted/received

1 Metrics revealing theumber of Unicast packets received/transmitted g
amount of multicast packets receiveaiémitted

1 Metrics revealing th®MA port related details such as the coun
symbalreceivederrorsandcount of succesdftailed link error recovery

1 Metrics revealing the count of bagmhckets at the receiver end, count
discardednbound packets and count of inbound pagkets

9 Statistics revealing tBeibnetManagerelated details such as #maountof
packers received#&nsmitted, count of requests and respo
received/transmitted, count of unknown received packets, count of i
packets, count of outstanding packets and obontvire packetvailable.
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MSMQ

Monitoring serer peformance thraghkey metrics like @ming and outgog
message rates, error messages seen by thegsapmrsessions hgihandled
etc.

Quaue statistics, such,ale outstandig messge queue letty and the jourd
gueue length

WebSphere MQ Seies

Monitoring the availability of e messaging s&e and the individual que
managers;

Satistics peaining to the locajueues including treairrent depth, perntage
utilizatian of the queue, detisi & which mesggsare in the queuand forhow
long,etc.;

Measures that indicate emnel availakijiand volume of data handled by e
channel

Fiorano MQ

Server statiscsuch as the numhbafractive and idldtead, the rateof recept
of messags fom and pubtiaon of message® ttopics,the rate at which
mesages are receivédm and pushetb the queues on theerver, memor
statistics inctling the amount of memputilized and thavailable memory;

Queuespecific stdistics ach as the maberof messagds the queue awaitin
delivey, am thenumber é undeleted messagaghe queue;

Topic related measures such as the number of durbbtzilsers on the topig
and the number ofndelivered messagesstit subscribrs.

MessagingServers

Tibco EMS Server

Metrics that indicatthe current wde of oration of the seev;

Metrics revealing thload on the sger in terms of the number catype
topics, andhe number and typ queues on #hserer;

Metrics that rept the percentage of caedions to the server that areuse,
and the nmber of poducers, consumessssions,and durablesn the server;

Metrics revealing the numbedasizeof pending mesages on the sernvitie
free and sed mesage memory, etc.

Metrics related to each queon the server, such as, the bamand size @
pendingmessages to a quewdether the queue is static or dynaia queue
etc.

Metrics relatedo eachtopic on theserver, such as,etmumber and siz of
pending messages ttopic, whether the topiisa static or dynamic topic, etc|

Metrics thateveal théevel of user awity on the server, suchs, the numbef
sessions and connections taseretc.
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Microsoft &ype for Business /
Lync

Messaging Serers

Key metrtsthat reveal the ddress book a@sgs, the speedf theg accesse
etc, statigts revealing theamage processing ability of the server,

Metrics that capture the failed messaggsvhen the failurecouredd during
messag valdlation? inhe messaguaie or when writento the datha®?

Metrics rgealingthe quality ofthe AV Camferencing experiea, metrics
revealing the processingtud call park requests;

Statistics reveadj the number of usécti ents connetal to the sever, the
current loadon the server, theumber of dropd conferencesnal unfirished
tasks;

Metrics reealing the numbeif cequests queued for processing bylétabase
and the time spent by the regsiesthe queue;

Key mérics tha deectthe dient and serveauthenticton falures as wehs
DNS failues;

The currenstate ad draining statof theApplication SharinGonference unit
the Data MCU unit anithe Instant Messaging Multipoint Contrat;u

Key metrics revéag the numbe of RDP connetions thatfailed andthe
conferences haitedby the Apfication Sharin@onferace unit;

The rumber ofwhiteboards and cfarences that were active on the DatdJM

The number of add user and add confereasponses thatl&d;the rumber
of SIP connedbns and the it faled end the comectionsthat were wrrently
active;

Key metics revealinghe numbe of replication rguests received by th
replication sergé and the time taken by the servicedogsss the requests;

The numberof timesuser proviening and puldh céls faled;

Key metricsrevealinghte number of sted proedure calls egeted bythe user
service; he number of unique users connectedhi® $ervers based on e:
client version;

Satistics revealingpd ugrs br whom voice calls enabled, theserswho ae
currenly conneted to theserver; the nung of tmes the HTTPSatinectios
failed etc.;

Mi crosoft Exchange5.5

Cachingrelated statistics such as the numberequests fulfilled byhe
Exchange Directgrcache;

Database age statistics, whiatclude the nurber d requestdulfilled by the
bufferpod, the perentaye of takes opened usinggbached informadn, etc.;

Metrics pertaining to the POP3 and IMgtBtocols that includdée number of
currentiMAP and POP3 conntions, and respectieaetdanding regests

General atistcs including thewunber of incaning and outging message
from themail serveithe number of messages awaiting final delivery, etc
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RabbitMQ Cluster/Ra bbit MQ
Node

Messaging Servers

Key measw@s indicating the @it number of cluster nosk,count of rodes hat
are curently running andthe numbeof nodes that arsopped;

Metrics revealing the centstatus andptime of the cluster nodesilizdion
levels of file desgitiors, socket desptors,Erlang processndmemory of the
nodesthe rate awvhichthe messagwere readrom orwrittento the message
store,bandwidth utilized for performgrea and writeoperations on the node
average timtaken to perform the kkand write operatis and time taken to
seekand sync data on ¢hnale;

Measues indicating tle rumber of client ad appliation connection

estabished to the target clusterdathe rate at with the bytes wer
transmitted/receied through the client/appation connection;

Measures that indtedherate at which thmesages weefdched,
ackhowedged, nacknowddged, utonfirmed and uncomitted viaeach
channel

Statisticpertining to he queues including the number ahinog and idle
queues, cou of the messagesat are to be auto/osume acknowleged,
delvered, pblithed and retunesh the queugetc.;

Key measres indicating thateat which the garbage collectoperations we
performed on each cluster nodhe, Aamount of data reclaiingy the garbage
collector and the numbef context swith qperdions peformed per second o
eachode;

Measuremdicatirg the number of \imal hosts, exchanges, queues had s
that arecurrently available for users, taenber of messages that tr be
delivered, pblished, acknowleafeuo/consumerackowledgé, etc;

Sttistics revealj the typeand feaire of &changes on the nednd the
number of messages thatevewlished inbut using the exchange on the
node;

Mosquitto MQTT

Metricsrevealing thdetait of the server sues ptime and Raootsatus

Staistics revealing thelient related deta suchas total number otlients
available, maber clients connected, disconnected and exguicbchaximum
number of clients allowed

Metiics revealing thmount of subscriptiongpubished data/rassges related
detais;
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ActiveMQ Sever

Messaging Severs

Apache ActiveMQ Server

il

Queuespecific statistics such as thenber of messages in the queue awg
delivery,Queue size, number ofdducers availableumber of Consumer
availdle, number of Decque/Enqueuelnflight count, @Q cownt and the
numbe of expired messages irethueue;

Topicrelated measures suchresnumber of durable subscribers on the t
Queue size, number of Pumeérs available, nber of Consumers dlabk,
number of DequealEnqueue/Infight count, DLQcount amount of meory
asfgned to the topi@mount of memory useehdmemory usageastis;

Metrics revealing the MQ senartus ralted details such as nentof
warnings avaible, total numbeif gomections and numbesf connectias hat
are curentlyin use;

Broker related measures such as thetotal number  of
producers/consumers/mesges available in  the server, cul
dequeue/equeue count, count of que producers/consumge who are
currentlyaccesing it and numbeof topic praluces/topic sulscribes available

Metrics revealingthe dumbletopic subscribers and inactive ¢opubscriber
and amount of store, mery andemporary memory used;
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Micr osdt Exchange 2000/2003

Extensie server statisticecluding the number Dlogons tha have failed
connection and transmissiagates, authenti¢an failure rategtc.;

Key messagdelivery statics suchsathe number of messageshia local ang
renote queues, current numbef imbound SMTP connectis, numnber of

messagesnering theretry queue, avag@ rumber of retries gr outbound
messagéocal and remotmessage deliveimes, etc.;

MTA related stistics, such as, the messagocessing ratef the MTA, the
number of hread in use by the MTAthe numter of outstading messagein
the work qeueetc.;

Metrics relaté to the mail scanmj and virus prossing susystemwhich
includes,the numberof requests pending virusasning, the ratat which
messages were saathnhe number of fileand mesags that werelesned and
quarantined, etc

Measires monitoring thperformance of RP@&ctivities, suchs, the number ¢
attempted RPCatls, the nmber of RPC failures and sesses, the RP
sucess ratio, RPC laterglatedmetrics, etc.;

Malbox wsagemetrics suclas the mdbox size, quotaiz, and percentage
malbox space curréy used.

Mail Servers

Microsoft Exchange 20072010

External netrics revding the availability of tleerver to send amdceivamails,
and its repons$veness;

Metrics idlicatngthe overall rguest procesing ility ofthe sever,such as, the
rae at which the seer processes neests, and the epd at which regsts are
processed;

Metricsrevealinghte health of the AiseSyn@ngine, such abke ime taken by
the emine b process requessthe numbieof requests iqueuethe number of
pendng ping commandi)e number of buégle worker thrads, etc.;

Metrics revealinthe health of the Availabjl service, such,abe equest
servicingate the rate of mailbokits/misss, etc.;

Metics relatedo the OutlookWeb Acessprotocol, suchsa the speed ofé¢h
web access, thiene taken for aearch to compie, the numer of failed web
access re@sts, etc.;

Metricsrelated to the RPC agty onthe server, suclsaherate of RPC
sucesses anthilures the RPCsuccessato, the rate ofiigh latency RPC
atempts, the fa®®PC ratio, etc.;

Metrics monitorig the hedft of the Exchange databams;h as, the databas
cache hit and tabbade ht ratios, the ratef logrecmrds waitingo be addetb
thelog buffe, andtherate of log thrads waiting for #ir data to be witen to
the log liffer;

Metrics indicates the mount status of the Exeharagjbox;

Key stasitics pertaining to theelalthof the maibox st@e andoublic store, sic
as, théimetaken by thanailboxstore to deliveamessage to local recipients
thecount of messags in queughe rate of messages delivered, the size of 1
receive queue, etc.
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Mail Servers

Usage metics related to thdrtualmenory of the Exhange stee, suctas, the
sizeof the largest freddxk of virtual nemory, the numberf éree blocks of
virtual memoryetc.;

Metrics related to the Search Ixidg engine, such,dke number of mailbes
leftto crawl, the numdy of de@umaents to be ineéxed, thenumber é documats
thatfailed during indeéng, the time ten for document @exing, etc.;

Metrics that shetight on isges related to the Mailbosiatant, such asgth
number of events adiag pocessing by the asmntsdehy between fiing
andevent ceationthetimetaken by the askst for event pocessing, .etc.;

Metrics related tthe mailboxesia storaggroup, which include, the nber
of users who armurrently reaching tinenaibox quota, the nundy of ugrs
who have re&ed theirstoragejuota, &.;

Queauerelated statists,such as, theumber of messagesrrently in quee;

Metrics measing the dectiveness of the Recipi&iiter Agent, suchsathe
number of recigins rgected by recipiemalidaion and by blockist;

Staistics elated @ the Sender ID agent, sucds the rate avhich messages of
various types aralidated;

Meticsindicating the health of the SMRB®ive Connectors, dues, the
number of mesg@s received ly the serer, the messages refused owin@ép s
etc.;

Metrics indiating the health ahe store driversich as, theumber of failed
and successiddivelies, the rate of inbound messagigery attempts, etc.;

Metrics tacking the corection filteri n g saagtigities, $uch as, the numbe
of connections tdP blod list providers,R allow list proders IP block i,
and IP allowist;

Microsoft Exchange
2013/2018019

Metrics that rgeal the level of féfiency of the ontent flterag e nt 6 s ¢
such as, the number of messagespam controlelvel 89, the number o
mesages quanined, henumber of messagdeleted, etg.

Metrics that repothe number of selersblocked bythe Sender reputorti
agent owing tovariouseasns;

Metrics that eéveal the level of traffic handleg the SMTP senconneobrs,
such as, theate at with messageweresent by theonnectors, datiansferred
per connetion, etc.;

Metrics indicatinghe LDAP read raté,DAP read time, DAP seath rae and
time, timeotu errors. Outstanding requests ,efor each clign proces
communicating witthe Acive Directorysewer;

Key metics indicatinghe authentication regsts, latencieend rejectionsor
every configuredithentication méhod,;

Metrics revealing the courof the items in the mailbox, siaethe mailbox
quaranned status of thenailbox,varbus metris pertaining tothe quota
configuration of the mailbgxaccessibilityf the mailboxtc.,

Key metrics péainhg to the debase®f the exchange serveuch as the
database size, mountissa mailboxes ithe déabasetc.can beascertaied;
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Metrics imlicating the qulity check on taindexing process su@s the
count d documentghat skipped inderg, dauments that faad indexing
etc.;

Metricsrelated to the Search Indexing megisuch as, theumber of
mailboxes leftat crawl, the umbe of docunents to be inderd, the
number & documents that fadeduring indexig, the timetaken for
documenindexng, etc.;

Metrics monitoring the mailbox dabases and reports the type
redication set, tath ofthe database copidsg fileghat ae pendigto be
copied, &k capacity dhe chtabasetc,

Metrics related tthe currenttatis of the mailflow, time taken for mk
delvery, key metriceewealing the user experience WitP® service suc
as thenumber of SSL conaogons, comard processingrate, LDAP
lateny POP3 connectits that are currently opestc;

Key netrics revaling he replicatio hedh of the Exchangserve, current
status bthe Exchange search on the maillsearch timetc;

Stutistics relatingotthe ESE dtdbass such ashe databae cale size
databaes cabe hit ratio, database read ariteVlatenies, pagcompressio
ratio inthe cache ofhe ddabase, databasecha size, read/write operati
latency in the cachelatabse sessions in uste;

Key datistics pertaiingto thehealh of the exchange stosuch as the log
on the ditabase, the presig aility of the daabase, overall hiémbf the
database, theumber of mailboxes that are quaned in the datbase
number of active mnlbbxes, dabase naintenane rate, maibox
mainterance rate, mesge property promotion raiéthe databasetc;

Key metrics evedhg the client typgsotocols communicatingvith the
Exchange store such as RRPC requestdd, opeational load, pfile load
processing time,rgwth, etc,

Key metrics pertaining tohe antrmalwarescan enginesuchas the erors
in the enginpumter of malware itemsgartime per item etc

Statistics revealing the maxinmtinme a componertbok to process emal
messges, key arics perdinig to the delivery SMTP receive
connecbrs/SMTP send connectors suab theincomirg load on the
connetor, the rate at which ea cownector processedhé load, and th
count of ma# regcted by the comector ¢c.;

Metrics thashed light o issues tatedto the Mailbox ssistat, such as
the number of events awaitingqassig by tle asistants, deldyetwen
polling and eventredion, the time take by the assistant for eve
procesing.etc.;

Metiics releed to the submgons made bythe mailba trangort
submissionservee such as théiled rate, successful sulsioiss rate,
pemarent failed subrssiors, failures encoumd Ly store driver
subnission agents, the time taken keyghbmission cqmenent b process
messaggfor varioudatenciestc,
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Mail Servers

Stdistics reve@g the makmum time a componentook o procas emai
messagesek mérics pertaimg tothe sibmisson SMTP sendonnectors suc
as the throughputf the connectorerrorsencountered by tl@mnnector;

Metrics revealing the errors encowgttby the clssficationscanengine, time
taken bythe en@e to bad and scahe content etg

for vaiouslatencies, numbef messages of each priority inowes exchargg
transporiguewes,the procesng rate of messagesevfry priority in the ques
€tc.,

Statigts petainirgto the wrrent state of thewggue, messages ie tjuele, rate
at which mssageare sent/receiveetc;

Statistics pertaining to thamber angizeof mesagegetaining toeah key
event type hattedby the exchange servaumber of mesges dferrel due to
arors in the transporrule evaluation,hé maimum time taken byach
transport componend process messages for varidesdéesetc,

Key metric irdicating the lad on the SMTP receiveonnector/SMTP sen
connetor, messagesjested by theconnector, errors encounterey the seng
connectes et.,

Metrics reveatig the maximum time takefor end to end email message flow

Key metrics indatingthe time taken byné Client Access server togess the
requets to each proxgnaled servig, the length of the HTP serviceequest
gueues, ta atwhich therequests i@ rgected, the cachdilization of the proxy
enabled seices et¢

Metrics revaling the maximuninte taken by the Frontenamsmrt connector,
took to proxy maik at varioslaterties, key metsdndicatig the load on th
Frontend SMTP redve conmctor/ SMTP send conneatomessages rejected
the connedr, errors encadered ly the send connectoetc

Metrics revealindié $ze of the mitbox folder andts sub foldes, numter of
items in he folderand its sub foldeetc,

Statistis revealig the availability of te Exchange mail server and perfocas
of the serves, metics tracking the sghronization and ping regi®to the
ActiveSync servers, th ircoming andoutgoing proxy requestthrough he
ActiveSyneerves etc,

Statists reved@hg the requests for Oldok WebApp Services and inst
messaging servicddne aken to service ducequests, number of reqsehat
failed, mique userm the Qutlook WebApyetc,

Key statisticpertainiig to the RPC connéoh dtempts tothe serveove
HTTP, connectioffiailures, RPC packet rate,

Metrics revealinghe numbe of users curremntlconnected to the Exchan
sener over RPC/HTP, incominfputgoing bandwidthof the RPC/HTTP
requsts, numbeof connections mado the Exchangeserverinstace through
the RPCHTTP etc,

Statistics revealindpet inbound call$o the Unified Messaging all router
service, numberf agnbound callseceived and jeeted the overalhealth and
performae of thelUnified Messaging [Ceouterservice
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Instant Messerger of the
Exchange 2000 Server

Peformance metriceelatedto messenger suds the count of users currer
online, tke number of mesgges inqueuethe rate of requesilure, the ra of
response failer tre requesteceie rate the requests serdte, etc.

Oracle Communications
Messaging Server

Performance statisticseet ed t o t he ser ver 8ences
such athe rumber & adive connections anskessions tthe server, the &bf
successfubginsand failed ones, etc.;

External measures indicating the abiitha and respusivenes of the TCP
portsof t he messagi ng sROP3saviceéss LDAP

Measuresof the datibas lock behaviorsuch as theate of lock reques
rdeases,nal deadicks, aml transaction metrs such as the rate of transac
begins, commitspllbads, etc.;

Message raffic related metrics such as the nundiemessages detred,
rejecte, dc.;

Userspecific dtistics sut as the number afser acounts pesentthe disk
gpace consumptioof the messages in the user acepent.

Lotus Domino

Mail Sewers

Satistics pertaingnto the Domino database Buasnumber ofdaabases if
cxhe, tke percetag of pages cached,etmaximum gaacity of the serve
cacle;

Memoryusage ®rics, which include theotal memory allocation, the sha
memory allocatig etc.;

Statistics related the services of the Damai mail serveswch as the meage
receipt ate percentage of undered messag, etc.;

Important metrcs pertaiing to the network traffic, that mcludes, the dat
receipt and trafer rates, etc.

Novell Groupwise

Trackingthe availability and respiress of &lof the Groupvise sersr
componets ncluding the Groawise Interet Agent, Messageahsfe Agent
(MTA), PostOffice Agent (POA), anWeb Access Agent;

Performance mets such as ratd dataimessages sent amtteived, humbe
of messagem each of thesaver queuegrouting queue, pdsoffice queue
gatevay queue)te;

SMTPservicerdlatedmetricsincluding the number of send and ceive thread
available, rate of sgage transmissiand eception, etg

POP3, LDAP, and IMAPservicedatel measureswch as the nuaber of
sessions #ee, etc;

Client conectionrelated measures thaclude requestrate, penithg request
count for P@3 access;

Local queue related me$r such as theumber & messages in theuting
gueue, post office drgdeway ques,etc
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Qmail

Sutistics revealindpe availabity and down timéif any of the service on a
Qmal MTA,;

Queuerelded metrics such as the total numifemessages the quee, the
queue sizetc;

Key metrics pertaining to thelidery performace d the serversiwch as the
number andate of delivey attempts that eve mae, thenumber ad rate thet
was successfelc;

Messageelated statistics,hieh include theaumberof messages transts,
bounced, thrown away etc

Ironport AsyncOS Mail

Overall health statistics revealing ¢hCPU utilizadn, Disk 1/O utilization
Powe supply $atws, fan speed and curretgmperature of the server;

Queuerelated metricaush ashe used percent tftal queue capacity and {
availablguaie pace detbs.

Key netrics petaining to the DNS tatistics of lie server such abe
outstandng DNS reaiest andthe pending DNS criests;

Mail and socket related miegt, which incde theopen socket counnhd mail
thread count.

Mail Serves

Posffix

Metrics reveéing the otd size of the déemred queue and theumber of
mesages that were the queeduringdifferenttimedots;

Hold queueelated measures such addked sze of the queuandthe number
of messagedhbat weren the queuduring dfferert timeslots;

Messges redting tothe Mail Dropqueuesuch as thtotal size of the que and
thenumbe of messges lhat werein the quaeduring different time slots;

Active queue relatassessuch as thtotal size of the quewsnd thenumberof
mesageshat weran the queeduringdifferent time slots

BlackBerry Server

Metrics redtedto theBladkBerry MDSSenices component oflBckBerry MDS
which includes, énumber of conndions tohandheld devicesid number of
push server corectons intiated by MDSthe datargffic toard from handhelg
devices, the nulbrer of packets reded, invalid pakets, fagd canections,
truncatel connections, successful corinaest etc.

Metricsrevealig how well the Bt&Berry server handles mgssaent ad
recéved fromhandheld dvices,schas, the number ohessages pressed, the
number waiing delery the number of messages that ergd or were
undelivered, etc.

SRP connection relatel metric revealing whetherthe BlackBerry
server/BlacBerly Dispacher is connead with tle SRP hdsor not, the
number of times recomection attempts ifad the duaton for whch the
connection withite SRP host was lost, etc.;

Staistics that indicat the Itense usage by sév the BlackBerrserversuch
as the numeber of insaled, usd, and fredicenses;
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Mail Servers

Metrics that bring to dht the dficiency d the BlaclBerry Messaging Age
such as, the response timedperations, maber of faled connection ampts
to the mail server, etc.

Measures thiaindicate whetheWER (Wielkess Email Reconatiion) is enabde
on the BlackBerrgerve or not, wheter tre hamheld device is ithe cradle o
not, whether a usec@unt is endéd or not etc.;

Measures ofhe user activity on the BlackBesgrver,which include, tk
number & messages processt#®y number awdg delivery, theumber of
messags hat epiredor were undelivete per user;

BizT alk

Key metrics at EVERY tage of server processing includiolmcumen
slbmission andrecepion rates, encode/decodates, the rate athich the
documets are bang maped, therate atwhich the documestin the work
queue are being patsetc.

DHCP

Performace statistics paihing to a DHCP Server, that inds, paet
proaessing the, éngthof the internal mesga queue, rate oéceiving ang
aclknowledgng requsts, etg.

Utilization measures ihming the number of IP addressesuse and thg
number offree IP addresseasthe target network

WINS

Measuesindicating the total mmberof queries received by th&INS server
rate of faled queris, releas requsts receivd rdease failures, etc

Print Server

Measures related print queuesugh astie number of jobgpb service rate
number of erroregbbs, éc. of aprint queue

Transaction Server

Monitoring of CPU and nmory usge of thesever aswell & statistis on
packages installeohd those that are running;

Transation related meics sub as number of abmd and committe
transactions

Microsoft Windows Apgications

Proxy Sener

Measuves suchas tle avdebility and responséme of the semr, the TCP
connetion awaiability, etc.;

Measurs related to the WBock service including the actessions for th
servicethe number of l&yworker threads etc.;

Health of tle Web Poxysenice in tems d the number of active saess to the
web poxy sevice, theime t&en by the servicea sevice a request, etc

Cachingelated metrics that inde, the refrésrate é the URL cache, éhcache
size, etc.

ISA Proxy Serer

Healh of the firavall protection to the server inrtes of he numbe of active
TCP and UIP comections to the sesv, iead and write ratestc.;

Cachingrelated metrics thanclude, the ammit rde of the URLs,he space
utilized by the disk and memy cacles,etc.;

Measures rehted to the Web Proxy sieessuchas thepercentagef successt
client requests to theener, the time takeffior processing requests, requ
rejected
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Domain Controller

Measures thaindicate the \ailability and resnse time for domain
authentications;

Variaus session @kd &tigtics like, rateof logonsto the server, nuper of
errored logons, the numbef active, normbl termnated, and timed oy
sessions etc.

Event Logs

Satistical infamation about the ewts geneated by varius @plications,
windows servicesnd drivers in the systemwhich includes the number o
application error events, applmatinformation gor eveits, warnings, sgsh
error events, etc.

COM+ Applications

Metiics that revedhe heath of the COM+ aplications on the COM=server,
suchas theCPU and nemory usagof the gplication, the nulwer of thready
running in the apglation, etc.;

Componenispecific measureghich include the number of jebts being
invoked, the avege duation of method callghe number of comped and
failedcalls etc;

Transactiorrelaed mérics, which inclugl the number of active, abortedd ¢
committed trasactionsthe average respse time to a user request, et

ASP.NET

Microsoft Windows Applications

Worker processelated measures, which incledthe number of appétiors
currerly running, reaqiests handledequets rejected, regsteexecution time
worker processesirrently runmig, etc.

Statistics reladeto the managed locks ancetidts sed byanapplication, \ich
include the number ofucrently managed tla@ obgcts, tle numier of native
operating stemthreads, rate at wah threads attempt to acquire makc.;

Measure that asess the memoryoahtion activity of the seryesut as tle
heap memory uge, ime spent on garbagellestion, etc.;

Metrics tha revealthe performanceof the ASP.NETapplcation/application
domain cache like the cache Hibrdotal entes in tle cache, etc.;

Measires indicating how well thgppdoman handes requests, shcasthe
number of requestsurrently executinghe number of succesful requsts,
requestshat imed out, etc.

Mi crosoft System
Management Server (8S)

Metrics rel®ed to he health ofite Ddaa Discovey Manager, which inde,the
numberof dak recods pocessed and those that enqueue;

Key measure®f the healtlhof the SMS Memory Quetseichas, the number o
objects added or removed from thewg;

Software Mteringrelated metrg; seh as, thenumber of software nexing
usag files pr@essedtry the Software Metering Pessorthe counbf bad sage
files prazessd, etc.;

Key statists hat indicate the port processing ability of the haede and
softwae invenbry managersyhichinclude, he number of reportsrgeessed
and the rateat which they were processed,;

Metrics reealing hovefficiertly the SMS Rizy manager services vegtssuch
as, the ratat which requests are receivethbyGetPolicy coponentand the
numbe of requests #t were served fromeal@ache;
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File Senrer

Key metrics that tigk open fileconnetionsto the host sch asthe rumber of
files locled at the host, and the number sérg having opdites o the host;

Sessiorrelated statistics, whidgfclude the numdy of files opened owehe
network and nunber ofusers with opesessions

Microsot ShaePoint

Microsoft Windows Applications

Metrics thatrevehthe processing diby of the archival plugin compan, such
as, tie numbeof documents thare actively using the ficgieue of thelpgn,
the numberof documents actively umj the second queue thie plugin, ke
number of doauments with curently returned errorsrém the plugin, thé
number of blockd documents, &t

Metiics related to th#ocument conversion processch as, thateof email
mesage pocessing, the numbef pending document peersions, et;

Sttistics hat revelahe healthof the Excel caldation service, such as, the rat
of requests witkrrors the average procexstime for a request, thecel
calculatin ®rvice workbok cahesize etc.;

Measues that track the nuraband rate forequests b the Excel Web Seces
component;

Metricsrevealing the efficiency of therSkdeature offed by SarePoint, such
asthe number of queries tioetcontent indexha currently &iled the number
of queres that succeeded, thanber of doumentdiltered,etc.;

Metrics evedhg the effectiverss of the SharePoint publishingheasuch as,
thecache h ratio and the maber of items removed frotine cache;

Meastesthat revealhe catent processing abjl of the gatherer, wdh
includethe rde ofdocument additionghe rte of documents i errors, the
number of times acegto a documehts bee retried, the nunas of
unprocessed documeirnithe gathereet.

Microsoft Active Dynamix

Metrics regalig data andessin load, such as,ahotl number of sessigand
the number of aste sessions, the total number @ntlrequestshe rateat
which clent regiests we processed, bytesisend receied ty sever, etg

Metrics related to .NET uUsinss connects, sich as, the numberf QNET
business connecteesmns, the number drtype of sessiorelated exceptisn
the number o$essios allocateddisposd, etc.
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Microsoft Dynamics NAV

Metricsrevedingthe numier of client segms to eat NAV sewer ngancethe
time t&en br server operatian the number of open connectiomgach serve
instancenumber of rows inllatemporary tables faach server iraice; the
percentage forequests nie ty eab instame that were sdced by the
calalaed felds cahe, SQL comand eche, etc.;

Key metics monitoring the call and tractéan load on e instace of the
NAV senice such as the numbef pending callsfailed calls, aborte
transactionset,

Microsoft Dynamics CRM 2011

Microsoft Windows Applications

Measure reealng the authatication stastics of the server s as the numbe
of unsuccessful #nentication regests pe minute, number o&uthentication
requeststhat were proasel, rumber of autértication requests thawere
processed/failed vile procesd ufng the ative drectory auténtigtion
credentialspumber of authentication requesist twere procesd/failed while
processedsing the authenticati@nedentials ot Microsoft accounmnumber
of authenticatin requests that were pessed/fadd ughg claim based
authenticatia etc,

Critical metricsevealing the email messagesngasisiough the Bail roder
such as the numer of corrupted incominemail messageasconing email
mesaes that failed duringlelivery, incoming emaiiessagesat were not
deliverad successfuyl] the number of timeshie email router service configarmat
was refreshedhe nunber of times theesvice provider could hbve loaded/
failedto load duringescution etc.,

Metrics evealing the total numbefrcache lfishreqieststhat wee successiyl
received for the lodar service, the cache flush retpidsat were unscessfu
etc.,

Numerical &tistics dealing witlhe router requéssuchas the routerequests
that timed ot router requestsatte hrough faukd danrels,requests receive
bytherouter, requests the AppFabric that timed out.

Metrics related tche Sandiix host such as thetal CPU percentageedsby all
the waker processes, mempused by all the workeprocesses, numbef
handled usedby the waker processes, the orgaatbns on which the waer
processes are active, rate/tdth the inconmig custan workflow activigs are
executed, SDK regst related digics such as theae of outgoing SDK|
requests, percentageSiDK requests tht faled reponse time etc.,

Critical measures related the Microsoft Dynamics CRM Welbvéze such a
the numberof requests recedd by the Microsoft Dynaits CRM web serdc
percentage okquets that failedptalnumber of netad#a rejuests received [
the Mtrosoft Dynamics CRMebservice, percentagé metadata requests th
failed total number ofenderilg reqests etc.,
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Fas Searchfor SharePont
2010

Microsoft Windows Applications

Measures relateo each crawl collecti®ych aghe numberof websies or
web linkghatare currently craed, the rate at which the docurseare
currentlydownloa@d, the average siaf the documents daleaded, the
number of ccunents dowloadedthat are currehyt stored in the Web Crawle
store etc;

Meastes eveding the load oerachquery dispatchewhich include, theumber
of queris that are curngly acive on the query shatcher since thetlasdex set
chame, thenumter of queiesthat have been giatched since the last irdet
change etc;

Metrics hat measure tHeadon each indexer pi#tion, such as, theumber of
active items on evgiindexe partition, the nonber of items that anedexed per
seond, thecurent stat of apartition, etg.

Metrics revealing indexezalth, sch &, thetotd number of feed opations
processed by damdexer, the total number of femggbrations prazssed bgn
indexer, the arent load on the ARjueue of the ireker, at.;

Key meases of the processingodity of the Query & Regaslserversut as,
revedingtherate at whih the system queriesdmnser queries failed, the num
of queries handlieby ths QR Server per set, etc.;

Metrics regaling the roetause oflovdowns inseach queries, suchsathe
elapsed timbetweeracknowldgemat of a bath sibbmission and threeipt of
a final sucess or failure callback, the titaken from iteminitialzation to
completio of indexing, the timthat elapsecebween [achg an iten in abatch
and its shmission, the count of bats thatire eady ér slbbmission, the oneg
that ae submitted, itemihat are currently processed, etc.

Measures reang tle current status efach document process

Windows Clusters

Metrics revealp the current statusf the resource groupsana@ed by tkb
cluster grvie, such as, the nusrbof groups that are fiine/online/partially
online;

Key metrics that regt thestatus of the nodes the cluster, whidinclude, the
number ofnodes that areadive, the number #t is down, and the mber that
is paused

The numbe of network interfees m the cluster thaare currently running an
those thaare currentldown;

The number of networhterfaces in the dteg that are awentlyrunning and
thosethat are currentiyown;

The number of laste resoures ttat areonline/offline, the numer of cluster
networks that are up/down, etc
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NetApp Filers

Key metics pertaning tothe NetApp file hardware sicasfailed nurber of
fans, failed power pointtg.;

Staistics initatihg the utilization fosydem resources su@s the percentage
time for whichthe CPU was bysthe ate of dé&a receivé and sent at;

Perfamance tatistics pertaing to the fi e disk dries such as the number
active, oken, andpare diss, ¢c;

Measurements gaiing t o t flieesystem duehradtke disk spaitieed
and fre, etc;

Statistis relatedo the RPCNFS andCIFS praocds such ashe rate of chd
received andejected by the RPC, NFS, andSl#yers espectivgl et.

NetApp Netcache

HTTP, FTP, NNTP requesklated measures such as theofaexjuests, raof
request hitsmissegegponse timdor requests, &t for each praicol;

Measureselded to steaming requests such as the ratgreamig requests
rate of request hits, issesresponse time foequests, etc

NFS (Solaris only

Server statists relted to R calls sth as the tail numberof calk reeived,
thenumber that wabad etc;

Client Statistics related to RPQscalich athe totalnumber of calls received
thenumber that was Haetc;

The availability and acsdbnes of netwé file systemsamotely monted by a|
client

Storage and Backup Appications/Devices

Symantec Backup Server

Peformance meits pertainingto the server such as the numbdeaative ¢bs,
failed jobs, successful jobad the size of data baek up;

Key metrics such as the marage of jobshat wereaborted,corrupted
sipped, at;

Metrics reveingthe size othe VMware \ftualMachineshat have been
backed up, the nurabof virtual machies ttat have been backeg ar the
percentage afata backed up per virtual macleitte

Veeam Backup Sever

Metrics revealgthe currat statusof the jobsexecuting o the Veeam loaup
server anthe time taken for execution;

Metrics reveling the arrert state of each jodnd he size of each job

© 2020 eG Innovations, Inc. All rights reserved 76



Measurements made by eG Agents

&

Total Performance Visibility

Unitrends Backup

1 Measures incaing whetler the Archivingprocess is succsful or not, he tdal
size of the archiving direcyoand thetotd number of ardwesdone for eacl
client

1 Measures indicatig whether the backup process is sufgessnot and lte size
of the files that wre backed p ard the numbernf backups takerin each
backupype

1 Metics revealinthe total amont of backip space allocated eat directory,
theamaunt of space that isurently in use and is availablese in each
dired¢ory, etc.;

CPU utilizatiorard memoryutilization of he bakup server;

Key metrics @avedhg the health of the fan sensas the serer, like, the
currant fan speed, and ¢ffan sersor status;

1 Measresindicatinghe health of theempeaturesensors o the sever, like, the
curent temperéure and théemperatire sensor tatus;

1 Measurs indcatngthe health of theoltagesensors otheserver, likehe
curentvoltageand thevoltagesensor sttus

Storage and Backup Applicabns/Devices

HPE StoreOnce Backup
System

HPE StoreOnceServe
I Metrics revealing thetdusard healh level of the Catadyservice

I Metrics revealinthe Virtual Tape Libraryrelateddetailssud as thestatus,
health level, replication bh#h level, number of @ data stored befor
deduplicatiomnd data storeafter ceduplication

1 Metricsreveding the numberof drives cartidgesand Online drivesvailable in
Virtual Tape Libray;

1 Métrics revealingthe read ad wite throughput,numbe of FDS openeq
concurratly andbardwidth utilizedor reeiving andransnittinga copy job

1 Metricsreveahg the Replicationevel,Replicatiorstatus,and amountof data
received and transmitted feplicséion process

1 Metrics revealingthe NAS Share stéus, Housekeepingtatus, system stafy
overall hedit status bthe systemgcapacity of the sgm and amount space
available fouse
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NetBackup Server

NetBackup

1

Metrics revealing the countfidés that s ben backed up, sizaf the file that
is used for backypumber of cliet filesthat are on holdra totalnumber of
backup jobshathas been completed during last measurement period.

Metrics revealing theount of Full media, Suspended media, Frozed,
Imported mediaictive media, Noactive media, WOR media and Engpted
malia available ond¢mediserve;

Metrics revealing thietal number of tasksvailabléor execution;

Metrics revealing the té& number of errors that occurred duringkbpg
process;

Commvault Backup

Storage and Backup Applications/Devices

Commvault BackupServices

1

Metrics revealing theunber of jobsthat ae currently runningwaiting to
rur/pending on thesewer,

Metrics revealing thrumber ofjobs that were submitted, but were held be
they could begirunning on the backupesver

Metrics revealing tlewuntof total job performedybeab job type
Metrics revealing theount of activelientsandinactive clients

Metrics revealing thrumber of jobs that are badkep, restoredand manage
by admin.
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SAP ABAP System

SAP Applications

ABAP Uses

1 Metrics rgeding thecount of muiple users who havogged in and count
active/logon sessions that occurred.;

1 Metrics revealing the responseetand Dialog activity of the users and cou
users whinaveloggedn.;

1 Metrics revealing the SAPs&m status;

Gateway Perbrmance

1 Metiics revealing thee@tral Services Process Status detail such as elaps
display status and process status;

I Satistics revealing the OData Services related dethissthe ime taken tg
response to the requesize of theequest, the taken bthe backend to rééve
data, rate at which request./response/entry were made and rate a
mobile/tablet/deskbps requests were made;

I Metrics revealingthe rate at whic rea property operatits/read feed
operatios/ read entryoperatons/ metadata agrations/ functionlaoperations/
document operations/ batch operations have occurred;

1 Metrics revealing th®Data User related details such as the time takg
response ttherequest, size of ¢hrequest, time takbg the backehto retieve
data, rateat which requestésponse/entry were made and rate at w
mobile/tablet/desktops requests were made;

I Metrics revealingthe rate at which read property operations/read
operations/ read enyr operations/ metadataerations/functional operations
document operationddatch operations have occurred,;

1 Metrics revealing the freand error log details $uas the count of errors a
rate at which error had occurred;

I Metiics evealing the apphtion log details suels the coundf total logs, tota
messages, canceldpgrror logs, warning logs, information logs and sy
logs;

1 Metrics also revelingpe count of error messages, warning messages,

Gateway Service

f
f

messages, orfnaion messages, impant messages and nuedimessages;

Metricsrevealing whethelné Gateway Service is active or not;

Metrics revealing the count of processible wnieutable units, tRFC u
details and gRFC unit details;

Metiicsreveding the detailsadived during runtimieealth checkip such as th¢
count ofInbound/Outbound shedulers running, Destinations with insuffic
resources, Unreachable/Locked destingt Protocol conversion errors g
other errors;

Metrics revaling thebackend error logletails such as theunt of erros and
rate at which errdhad occurred,;
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SAP Applications

SAP Basis

1 Metrics revealing the SAP WAS Enqueue Replicatios detdilas whether tl
process is enabled/active and whether thedliag interface is cdigured or
not ;

SAP Work Processes
1 Merics revealing thepflication Servewailability;
1 Metrics revdimg the count of application servers that are reachable;

1 Merics revealing the amount of load balanced and number of umicgue
available;

Metricsrevealing the respantme and watime of the update pcess;
Metrics revaling the frontend wait time and number of spools used;

Metrics revealing the count pfocess that are created, processes tha
running/waiting and j@cesssthat aren Privmode;

1 Metricsrevealigthe coumof Extended memory andeldp memory used;
SAP Gateway

1 IDoc Statistics such as ldocs with recent unprocessed interfacaneridoss
with recent unprocessed external system or application errors;

1 Metiicsindicating whéter/not this RFC destation is eahale;
SAP Service

1 Metrics revealing the Wlbound Email messages such as the count of
messages, warning messages, ragssages, information messages, initig
messages and transmittingsages and the raté ehich these messagesre
processd,;

SAPAGate Servers

1 Key compnentlevd metrics such abe percetage utilizatio of user session
and worker, the hitite of he conponent, etc.;

I Important accesgelated statistics sucks the number of times # AGate
component wasuccessfullacaessed;

Error statists such @ the numbér of errors that acurred n the AGate
conponent during the last measuremenbgeri

1 Measues reeaingthe number of welccessesrsiced by an AGaiestarce
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SAP BOBI

Metrics revealing the e¢ant healthstaus andthread usagef the Dasboard
Cahe Server; metricevealingthe request puoessing capability of tf
Dashboard &che Server

Metiicsreweding the currentiealth, st@ and thread usagf the File Repositor
server; metrics reVieg the rguestprocesisg capabilit of the He Repoisory
server;

Statists reveling the currenhealth, state and thread usagbeftaptivelob
server; mdrics revealingvhether theJob server is abte send documents tg
vaious designated destiions; nmber of jobsreceived foprocessindpy the
job server and the nio@r of jds that failed;

Statistics revealing the healthtestand theprocesing alility of the Adapve
Processig Server;

Statists eated to the JVMdalth and the correess of theconfiguration of
the critcal Adaptie Procesing Server services;

Metrics revealing thetatus of the connection server; rugnistate ofthe
connection server; numbeaf server theads that are aently servicing request

Statistics revead the currat health and running stz of the @ystal Rports
Server; usagé the sever threads; etrics revealing the rateadnich the ®rver
processethe regests;

Key metrts reveatig the current hehllandrunning status dhe Dashboards
processngserverpsa@ of the server thrdg; metricsevealig the request
procesing capaility of the Cashboard processing server;

Statstics revealing the crent health, $atus andequest pcessing ability dfie
Report Applicatiorserver;

Metrics revaingthe curent health, status of thWWeb Inteligence erver; tracks
the loa on theserver cachertbugh its size; tracks dli€als madeto and
sessiosicreatel on the Web In¢lligenceerver;

Logs relatetb the core server tygesuch as the Certkdaragemensever,
Adaptive Procesgjrserver, Baptivelob serveetc;

Metrics reveing the requés received by and the ceuotiors tothe semantic
layeravailility and procssing altity of the Centrahanagment server;
metrics revealing whethitie CMS has hedthy connection to #nADS; the
count ofthe jobs that failednd arevaiting in th&CMS; metrics related to the
connetionsestablished byi¢ CMS ad theutilizaton of these connections;

Metiics evealing the numbend type of sessisthat are carenty active on the
CMSlicense utilizatioof the CMS etc.;

Satistics revealing the availability and threadsizeof the Event server;

Statis of the We Application Coniaer server; trackMulti-Dimensiona
Analss Service seiens ard reports he number of OLAP data regests
received;
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Metrics elated to thevailability of the Platform Searchvime; statusf the
indexngmechanism; doment indexig rateetc;

Sttigics revealing thevailability of the DatFederatin Sevice;the bad in the
service,ite queryoad on the data feddmt query enginetc;

Metrics revealing the current Healf the mortored node, execuion time of
ead probe, arrent state ofad service running othe node, utilizatioaf each
saviceoperdingin the moitored nodeetc;

SAP Web Application Serve

SAP Applications

Measures relagrto the Configuration Managdrite@acions with the datalsa,
suchas he rate oflatabastck exceptionshe percentage of cacheads, etc.;

Key sttistics petaining to application arslystem treads, wich include threa
pool usige the number afasks waiting to be executeid, ;

Performance metrics redang hov wel client conectiors are managed, ieh
includes the currentonnection pool sizehe rumber of unrecognizablg
connedbns, etg.

Pool maagerrelated measures,chuas the memoryllacated to the podg
manager,ral pecentaigeof memory utilied;

Measiresrevealinghte avadbility and respsiveness of the P4 comation to
the server;

Key satistcs pertaining to how wethe EJB ontainerservice manages t
enterpise bean instansewhich include the numberbafan peatons/removals,
the rumber ofbeanpassivatins and etivations, etc.;

Sesion oriented perfonance measures, whiaclude tre number of failed
logon &empts, he numbeof invalid, logged offnd timed out sessis, etc.;

Transactiomelatedstatisics such as the numbefr rolled bak transaabns,
suspended transaatis, etc.

SAP Web Dismatcher

Key statisticendicding the current statenumberof connedbns andnaximum
time taken to edtlishthe connectin.

Measures revealing the @ttavhichtherequests are pressed ypthethread and
statuf the thread.

Threadsrelated measuresch as total numberf dhreals ceded from the
thread poqlratio ofthe totd number of threads credt® the maximumhread
setting, number of currgynopen conrections, etc.

Metrics reealirg currentdad on he destination,ucrert number of HTTP ath
HTTPS connectionsstatelss ad staeful requests to thdestinatin, and
average time taken by aueg and recent sponse time for a ping requist
thedegination.

Measuresevealingnumber and pemntage bexpired or inMadaed entries in
the ache.
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1 Basic measurs of availabity andresponsiveess of the database;
Menory usage statis8 such as the percentage ofnorg n daa area that i
utilized;
1 Lockingrelated migics, which include, thrateof deadlocks and Kigions, the
numberof requestawvaitinglocks, etc.;
1 Usa@ metricspertainiy to the log queue, sual,the maximum rmber of
transactions written the queug the log queue ovidows, éc.;
1 Performane metrics pertaining to &lSAP live Cache which nclude, the
Max DB memory m use, the nmber of attenpts to acqué a spirdck, therate of errors
etc.;
1 Thehitrate of the da cache and the database@essibe
I/0 buffer cachepeific merics such aghe arrent size of theachethe
. percentage ohe cache used byettlata cacheral the converter, the frepace
S in the cach, etc.
f:l'g 1 Transactiomelatel datistics, whitinclude, the rate of transantcanmits and
S rollbacks, theate atvhich SQL commads vere executed and pad gtc.
2‘ I Metrics revealg the type of quiesthat are xecuted on the databasedathe
% number of ative sessions to the dza;
) BODS Data Services
1 Metrics revemgthe AL Designer logs relate@etails sth ascount of nessage
that are nmked as high and Hjhestimportance aravaidlde, count d errors,
ass#s, flows and newmessagdbat are available;
1 Metricsrevealing theumber of rows processedymberof buffers used, and
amount of CPWised
SAP BODS 1 Jobrelatedmetricssuch as the numbeff sucealedjobs availabl number of

BODS Services

1

1 Metrics revdimgthe countof core sevicesEnterprisenformation maagenent

erroneais jobs avaible, numbe of jobs thatare running, numbef recovered
jobs avadable and elapsddt taken bg joh

Metrics revalingthe status bthe Reposory and Wb Sewvice;

serviceandPronotion managementivicesavailable;
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SAP Business One

SAP B1 Server

1

SAP B1lWorkload

1

SAP BlUser

1

Metrics revelingthe DI API Log andBusiness &g relateddetails such asunt
of total messagesvailablecount of errors, critical errorsaudt fails, audit
succes, note messaggmptective mesagesjogged always messages,
informationmesagesandtracemesagethat are availéd

Metricsrevealing theate at which warrgn eror, critical error iad audit fail
messagesccurs;

Metricsrevaling thenumberof executionsmaimum/average response time,
thestep

Metrics revealinthe count ofin-progres instances Cancelled gtanceskrror
instanceand completed instaas; hat are available Berver;

Metics ewaing the message logelateddetailssud as count of succe
messages, failed messages, filtered messdigpessges tlt are in processing
stag;

Metrics evedingtherate at which essagprocesing and failureazurs,

Event réatedmetrics suchasnumber of eventsoccured, number of esnts
thataresucceededhiled andfiltered

Metricsrevealinghe Usr relded detailssuchas the counbf total sesions, new
sessions, tmedout sessionand logn fails thataveocairred

SAP Applicdions

SAP Business Warehouse
Instance

BW Service

1

BW Reports

1

Metrics revealinthe number of times a process liieen executettal number
of proces mmpletednumber 6 currentard total proess number of record
and dtapackages currépavailablend curent execution staus

Query réated sttigics such asumber of sessionsiumber ofsteps,number of
executioniumber of recosiseleted number of recordsansporéd,andtime
taken to respond th the requeg;

Metricsrevedhg the OLAP time related detailssud as OLAP cache time
OLAP Authorizatio time, OLAP hput help timeandOLAP services time

Metricsrevealinghe timetaken for readinthe data,ine taken t@elect a datd
time taken a readtext andUser exitime;

Metricsrevealinghe Open Hub Destination Reests related @ds such ag
number of requestailablenumberof error requsts avdade, number Dlines
readandrate at whichdestinationrequestand eror reqestsare processd;

Metrics eveding the Template related dtals such as number sfeps taken t
execute the template, numbertiaies the tempte ha ben executed, numbeg
of times thetemplate has ba loadedtime t&en to reportender a web item
numbe of queriesexeutal for the templateand time takenfor closng the
template
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SAP Applicdions

1 Workbookrelated migics such as number séssionsrd stepstakenby the
workbook, timetaken to respoad/load andgeneratavorkbookandtime taken
to Read/ SerializeDE SeralizéRenderandTransera wakbodk;

SAP Basis

1 Metrics evealing theate of Enqueue operations (logical data locks) @
from andher instance to theentral instnce.

1 Metricsrevealing thepercentage lerfgtof the wait queue forhe enqgeue
service pecentage of wne IDs in the lock tale that are currdy utilized
percentage of lock arguments in the lock tableatbaturertly utilized,and
nunber of errogs encounteredytthe enqueue work process.

1 Metrics revealing the numeb of bcks number ofentries, buér storage spag
andpercentage of databa queries that were met from the buffer

1 Metrics revealing thetéb sze d heap and extendedemory relatk details;

1 Metiics revealing the percentafyspae utilized by pagmandRoll aea;

1 Metrics revealintheamount of free spactilized by datase tablespaces;

SAP Work Processes

1 Spool system related metricghs asthe number of spool workprocesse
availablenumbe of pages available in Poefuets queue, number ajroup
spool requestsra group spoloprocesses availablejnmber of spool regests
created or with errors amdimber of output problerfesrors encoutered by
the output requsts

1 Metrics revealing the different modes of work process soh as

SAP ABAP Instance Free/Hold/Runring/ StoppedPRIV Mode

1 Metrics regaing the number of bamround work pro@ses running on g
application server

1 Metrics revealing theumter of jobs that are waiting fofree backgmund
processefor their executiamumber offreebackground work proessésClass
A backgrand work proesgsin the entire sysin

1 Metrics reveidg the Dialog Activity related details such as the numbeiogf
work process, number of diad steps peminute and nuilver of users who at
logged in

1 Metics revealing the ufer @achehit ratio, Library cach ht ratio and Redqd
LOG buffer entries;

Metrics revealingvhether the SAP logon groisdoadbalanced or nat
Metrics revealingvhetheran SAP ABAP Instance is cently available fq
communicangwith anSAP Messagerver

1 Metics reveatg the numbe of application servershat are currentl
communicating with the SAP Message server

1 Metricsreveding number ofprimary indice/secondaryindices/ tables/views
tha were affected while perfongithistype of databasmnsistncycheck

1 Metrics revealp the total number of wiates created, sdthumber of stoppe

updates, error updat@s newupddes;

© 2020 eG Innovations, Inc. All rights reserved 85



Measurements made by eG Agents

&

Total Performance Visibility

SAP Appications

SAP Workload

1

1

1

SAP Gaeway

1

SAP Service

1

time talen toexecutehis joh

jobs/Aborted or Cancelled jobs andistedjobs;

Metrics reveatg the currenand previous status of tid execution andtotal
Metrics revealing the cdunf Active jobs/Ready jobs/Long Running jobs/Ne

Metricsrevealinghe detail®f Active Taskand Active Transactions;

Metrics revealg the nmber of new Hocs, numbernf Idocs with recen
unprocessed interfacerrors and number ofidocs with recent unprocesse
external systeor applicaton errors

Queue relted metris such as theumber of queue entries, nuenlof queues,
number of Bocked qauesnumberof SYSFAIL geues, number oCPICERR
queues, number glieues that are in waitistate, number of queues that h
been raningfor long time;

Gateway rated metrig such as theumber of gateway clients warecurrently
connectedo the SA sever,number of gatewamnnections currentiytilized,
and perentage utilized by admintres, remote gateway and gateway
processs

RFC Connections relalemetrics wch as the coarof communication error
execuion errors and errerwith nosener resotces in Outbond RFC calls an
numberof Inbound RFC dbs;

Metrics indicatinggheher/not this RFC destination is reacbkabl

Trarsacional RFC calls rett detailssuch as the numer of callg
recorded/execed anl mailed number ofRFC caBtha occured in CPICERR
ard SYSFAIL sta;

Metrics ndicaingwheher/not the ICM is running

Metrics revealing the ICM related d¢etaich asthe count of newly €ated
threals, Free threadnumber of requests wadiffior free ICM threadsumber
of connetions hat are openkand utilized and numbef inactive ICMservices
available;

Metrics indicatg thenumbe of batch iput sesions thaare created, numb
of batch inputsessions with errors and dbatirput sessions runningn
backgound

Eventlinkages retad metrics such as tmeimber of total fikages, number ¢
active linkages, number ofadtive linkages and numbeof eror linkage
available;

Metrics revealing thtetal number of ABAP short thps hat have occurre
ard total rumberof erra messagesgg@et i n S AP-sy8&t&MA P06 s

Dialogsewicerelateddetails such as the time takeregponl for a dialog step
network transfe time taken by the dialog step, Gtdllback time, Dialo
proces tine, Load generatiofime andlatalase respwse time fodidog step;
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SAP Appications

1

SAP Users

Metricsindicating Wwetherthe SAP server is available or, iote takendr the
SAPclient to connect tthe SAP seerand tme t&en by the server to exec
a conmand;

Metrics reverlg the numker of uses logged orto various client acthiés of
the SAP ABP server.

Metrics indicating theumber of messages of the coméigupdterrs that were
added tahe SAP ABR instance logghen the test was last exedu

Metrics revealing ehSyslodile relateddetails suclasthe count of Transdon
problems, waings, Dumpmessages, AS problems, memory messages
messagesd tod isstes available in thige;

TemS related mets such asate at which thifeme object was createxhte
a which this emse object ascreateddue to Spootequests and backgnd
jobsandrate at which data was copied to the Temse areia dfghse doject
during the lagheasuremeperiod

Trangport requests related detailshasthe total numbeof requeststhat were
created, sweeled and partially steeded during lasteasuremeperiod

Alerts related measures such as the total nwhiertsthat have occurre
number of ed. Yellow, gen, active, completed andcaabnpleted alerts ar
reported;

Metrics revealg thetotal number of Performancetabutes availablfor this
monitor, number of errors or critical status messageh#e bee issued for
this moritor, numbe of warning mesages that have been issioedthis
monitorandnumter of seceshkil evensgfor this manitor;

Metricsrevealingtheae of st eps execut asdnhé bdr
measuremenperial, percentge of CPU resources utilized by this e
transactionanaximumPRIV Mode Heap memoryéxtendednemoy used by
transactionsf this usertotal reponse time per tngaction of this user with
the last measuperiod aveage time takefor round trip ommunication step
between client drserver in between a trarigacof this use

Metrics revealinghe awerag@ responsertie of atransaction ofhis user at thg
saver endaverage time taken to procetmasation of this useraverge time
tha the transactions of this user gpeniting for a free work procesisthe
dispatcherand numbe of active trasation invocatbngnew invocationghat
have been perford by this user

Metrics revealing the wa of actve and new usersucessful loguts and
internal /external sessioiws this user;

Metrics revealintpe number of users whaacurrently loggd into SAP ABAP
mutiple times total nunber of sessiond all users who are currently log
into the SA° sytem multiple thesand number 6 sessions actively used by
uses who have logged into the SAP ABsever multiple times
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SAP Hybris

SAP Applications

SAP Hybris Cache

1 Metrics revealinghe numbeé of current entries maximum entries ar
percentage of entries avadédab

1 Hybris Main Cache related metrics such as number ef extcies availabl
acceskhit rate, hit/miss percentage and rate at which entries aréemddedd
in cache;

1 Hybris QueryRegion Cache related metrics such as Cache Entries, Cg
ratio, maximurentriesand ra¢ atwhichfetch/hits/misseshappens

1 Metricsrealignhe Hylyis Entity Region Cacheelatedmetrics such as numb
of cache entries available and number of maxentries allowed

1 Mericsalso revaing the fetch/miss rate armdche fill ratio of Entity Regid
Cachewith Eviction counaindinvalidation count

SAPH ybris Connection

1 Data sources related metrics such as the status of the data sourcejictg

SAP Hybris Service

1

SAP Hybris TaskEngine

1

connections are made, number of open/used connectiotabkeyaount of
maximum number of connections that are allowed to be in open
percentage obfper used connections withveage waiting time taken by the
connecins;

Metricsrevealinghe count of Crongbs that are running

Metrics revealingthe Task EngineDatabaserelated detls such as Tab
conditions ad Table Tasks;

Metrics revealg the Execution hit rate, lock time and exatuime taken by
the Task Engine;

Pooling Queue related metrics sucPaaling time,number ofQueue Entrigs
Pooling Queueentriesavalable and pooling buffer entries;

Pooling stiedular metrics si@sthe time ta&n to sbedule the task engirn
time taken to copy/courthe taskandtime taken to activate/deactivaterker;
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Statistics pertaing to the authentid¢en database and thePTdatabseswch as
the da@abasepool sizethe raé at which reqsés were seiced/enqueued, th
average traastbnresponse timee;

Measues thatmonitor the request b the TP such as thetal number of
requestprocessed e TP, the average pnseimeof the TP, etg

Statistics evealig the health ofhe authentation service suds the ratefo
daabase calls, thewmber of authentcaton API calls, dabase API calls
identty API calls, pivault API calls thaare currently in progess, et;

Metrics relamg tothe TP se$3ns seh as the totalumber of \@yager sessior]
on the TP, the sefrsthat have timedut, €c.;

Performan@ shtistics pedining to the host servesuch as the numar of
transactionsnside a host server, ¢htranacton processindgime of the host
frver etc;

VLB-relatel metrics Wwich include the nuneb of request exeaiting on the
VLB, thenumbe of requestsprocessed e VLB, the request exation time,
etc

Measures such detnumier d executionghe transaction prcessig time, the
rateof incomirg/ outgoing data, etc

A sinde eG agentgrforms a patenpending'In-N-Out' moritoring to extract
the percentage of physal CPU manmory, disk, storagand networkesouces
used by th&SX host, the grcentage of phsjcal resourseugd byeach of the
guest pemrtingsystems xecuing on the bst and the percentagé 'allocated
resource used up by eaof the guests.

Reportson gatus of every gsein terms ofthe rumber of guestgowered on
and df, added and meoved guestgtc; for 'virtual desldps',the nunber of
gusstswith and witlbut users is also reped;

Storage LUNelatedmetrics suchsdherate at whicheadand write commands
wereissuedtotal capaity of each LUNamount of spacgsed ineachLUN,
amount of pacereseved for each.UN, whether he LUN is SSDor nonSSD,
€etc,

Metrics specific ttvirtual deskips', sah as, the nunab of new logins tdahe
desktq, the number ofes#ons loggig out,etc.

)
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3 Processor (TP)
10
e
8
IS
(@)
Voyager User Intelface
VMware® vSghere/ESX
o Server
©
=
3
c
S
IS
N
©
=
S
Microsoft Virtual Serve

A single eG ant on the bas operatirg system repts the percemage of
physial resource@CFRU, memory, disk spaac.) consunaeby thevirtual host,
and polls each oftte guets to determine the &cion of phygcal esources use
up by every guest.

Monitors the eent logs on ach guestto trap appliation'systemerors and
wamnings

Reportsmerics indicating thetatus of gues® i.e, whether powed a or
not; inout movenentof guests can alde tracked sing netrics such aheé
number of guss that were attd/removed diungthe bhs measure pid
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SolarisZones

A single eG agemn the base Solaris host reportspgleentageof physical
resairces (CPU, memaqryisk spae, etc.) consumed ke virtualhost, and
polls eachof the zones to determine tfraction of phyisd resouces usedp
by every zone.

Reports metrics indicaty the status of zonés i.e., how mry are regstered,
installel, running, etc.in-out movanent of zones can ashe tracke usiry
metiics such sthe number of zones that eadded/removedluring the last
measte period

Monitorsthe uptime of everyome configured on a Solaris virtuatho

Solaris LDoms

Virtualization Sotware

A singleeG agent on therimary doman reports the perceésge of phsical
CPU/meamory resouces allocated to the primadgmain and othefogical
domains, thepercentage of plsical CPU/memory resotes utilized by th
primary domain anthe Solars host as a whel and also the mentag of
dlocated resourcesnsumed bthe pimarydomain.

Reports metrics indicating thiatus of the Igicd domansd i.e, how many arg
registered, active, inae#i, in bind/unbind state, etc.;-dot movement d
domains can s be tracked ugimetrics sich as the number afomains thia
wereaddedr emoved dring the last measure perjod

Providesano o idévewd t healsthe peecengeof physical CPU/memygr
resources ilizedby each logicdbmain

Providesa n ideivie w6 t hat w wed eactddman cdnsumes th
allocated CPU/menmmg/disk resouwes, the netwkrard TCP tréfic to am
from ewerylogical domaipard the uptimestdistics per domain;

Citrix XenSewers

A single eG agenh thecontrol danain r@ortsthe percentage ohpsical CPU
resairces used up ke control domai ard each othe processorthat the
Xenver hostsuypports thetotal disk apaéty and usagef each volume grou
of the host, theghysial memory consuad bythe controldomain the network
traffic toand from tle hos, etc.;

Reportsmetrics indicatop the status fothe guestd i.e, how may are
regstered,running, halted, sspeded, etc.ntout movement of guestsin alsg
be rackedusing metrics sh asthe numbenf guets tha were added/removde
by XenMoion;

Pr ovi dessi daen voioesathe pelerdage of paysalCPU/memoy
resourcs uilized by each guest;

Provid e s aerVv @iwds it ch at well eashayakltiizeshthe allocad
CPU memory/dik resouces the network and TCRaffic to andfrom every|
guestand the uptimeatistics peguest;
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Citrix Provisioning Servers

Measuies revedlg the availability of th&icense server and the database s
usedbythe Citrix PVS;

Key metrics rezalingthe composition of a PV&rm, suchas tle numberof
dtes, servers, stores, and farmvsia the farm;

Stdusof the Citrix PVS,

Ste-speciic datistics reporting theumber of active/inactive servers, idey/|
and vDisks in eachite;

vDisk relaed metics which include, thstatus andizeof each Disk, whether
the vDisk is currently ¢&ed or not, et.;

Stdistics pertainngto device cliedions, such as, the nuertof active/inactive
devices in eadpollection, etc.

VDI in a Box / VMware /
XenSever/ Hyper-V

License Hated statticssuch aghe licenses of each type that are eniyr
installed numbe of licenses auently in usethe available licenses atite usage
statistics of each licengpet éc,,

Metrics reveglg the currenttatus ad type of the server, RAsize, CPl¢ores

etc., @skoprelated statistics such as thmberof deski@s sed desktgs that
are prestartedetc, ace usage statistimsch as the total space, free sj
available in the logicastorage of the beer et.,

Virtualization Software

KVM Servers

Key merics revealinghe numberof processes execufion the servethar
CPU and memorytilizaton; Awailaility and respaiveness of the configea
TCP ports on the seay

Template elatel Satistics such athe dektgs created rom eachtemplate,
deskbps that are ctently inuse,desktops that areurrently in boken Sate
etc.,

Stats d theu s ®desktq sessions

Statws of the image, imadestribution across theerves of the grd, number of
templags thatrecurrently sing theémage, ishie HDX protocolenalked?s the
desktop agent instad etc., can letmined

Key metrés reveaing the shtusof the temmte refresh policy coigiured for
the desktopsRAM alocatin and virtual cores allation b the desktops
maximum amber of dektqps that can beegeratedrbm the template andhé
desktops thatredready startechd aeready fa loginetc.

Measuresdating to the virtuatomponets sub as the socketthreals, ores,
virtualCPUs etc,

Measures rdlagto thephysical memory altation of the KVM servdost,

Measures revaali he status ofah storage pool inthe KVM server at the
space utiiaion of each storageaq;

Meastes reealing the typef exh sbragevolumeandthe space utilizatioof
each sbrag volume;

The curent status of the viralnetwork;
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Measures glaing © the resoure utlization of eachof the virtual machin
hosted on the server, ovesdditus ofhevirtual machinestc;

Measures latingto thedata/file processy duringie migration othe VM;

Apart from the above meassy tle eG agentcolects a host of merics
pettainirg to irdividual virtual gueswsuch as the resource utilization ahg
virtual machine, TCfaffic, netwdk loadngetc.,

Citrix XenMobile MDM

Thecurment statusfahe Citrix XenMobile MDM

License tilization detds d the Citrix XenMdile MDM such a the otd
licenses used, litees held by the XenMobile MDM, numbkedays by which
the Icense will expa etc;

Key statistics indicaii the stats d the schededjobs such as the jobs that
currenty running canceled jobs, recant jobs that faled, pbsthat ran recentl
efc,

Thread related statistics suclthasnaximum number of thrads the servean
spawn, the threads that ercurrentlyin use, the whig threads, the quel
length, thrads tlatwere caceledetc;

Virtualization Sdtware

Citrix XenMobile

1 Key statists mentioning the numbend names of the devices that
udng fosting blaklisted apptatiors, cevices tlat are hostig applicabns
that are notuggested, d&es thatr@ missig the installain of suggested
applcdionsetc;

1 Numerial statisticsevealing the full wige pending full wipes, corporg
wipescompeted, devie locks copleted fracks compétedetc;

i The currentload on the serverthe count 6 the device curretly
connected ttheserver, resumequesteddevics etc;;

1 Operating ysem related statistissich as the devices that are ctlyr¢
mareged/unmanageddeviceshat ae wrrently active/inadive, device
that have violateone/more pliciesetc;

1 Key sttistics revealinthe status of thedevices connectig to the
corporatengwork such as the aently managed/unmanaged devi
acive/inactive devicestc;

1 Pakage elaed statisics such ashe pendig deployments, suessful
deplyments, fadld deplgmentsetc;

1 Memoy details of theCitrix XerMobile sub asthe memory lbbcated to
each memorpool at startup stagumer limit usge of initially allccaed
memory,amountof memay that is currently tilized byeachmemory
pool, amant of committed ramol, maximum amourof memory use(
for memorymanagemey eachmemorypod, etc.;

1 JVM threadselated statisticauich & total numbeof threads(includng
daemon and nedeemon thead) highest numbeof live threads sing
XenMobile JVM started numler d threads in dffrent states sh as
runnale, blockd and timed waihg statesetc;
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Virtualization Sdtware

Metrics revealgnnunber oftimes the collectiamwee loadd to, fetched from,
recrated in thedibernate Cachetc,

Measures indicating numloértimesthe entiieswere baded tq fetchedfrom,
insered irto the Hibernate Cacle,;

Statistics shed light on thenmker of queriesthat were successhylretrieved
from the queries caghaverageimetaken to exete the queries in the queri
cahe, numbeof queiesexecutdfrom the queris caheetc;

The number of cacheable dis/collections that were sussfaly rdrieved
from the seond level cachenumberof cacheable @éties/collectims stored in
the memoy of the scond level cachietal siz of cachable entiesetc.;

Key meaures mentioningotal number of JDBC coedions requested by th
sessios) numberof sessionghat wee opered/closed the timetaken to exete
the slowestecorded quemtc;

Key statists mentioning md@mumn amouh of memoy allocagd for VM,
amount of memory thats arrently in use, timi@ken by the garbage colleq
for cdlecing unused emoryeftc,

S$ certificate relted details sticas the currerdtatus (whetheralidinvalid)
and how longhis cettificate will rermain valid

Measues revealp arrent status of each clustetask peformed in the
XenMobile ad timedurdion elapsed sincine clustetak was last ugded;

Current status of eadluser node in the &rMobile clusterand he total
numberof connedions made teah cluster node

Stdistics indiating number of successf pending and faileddedoymentsof
eahdevice policard eachdelivey groupin the XenMobile environment

The currat workload impsal by actions orthe XenMobile
Number ofdevices that areucrentlyin sessio state

Measuresshed light on the numbeof messaesreceived foreachadion,
number of messageagceived owimto cancellan of this actiopetc;

Metricsindicatingtotal number of users currgly connectedo the XenMobile
serverpercentge of ugs who logged imeentlyetc;

License slage meicssuch as the mber of licersesof each productategory
tha are currenlin use, the number and perceatafjlicenses ilized etc.

Measuresndicating conection statis of the usewith the XenMobile, time
taken toconnect to XenMobile @nautheticae user logirgtc.

Measte revealing the todfanumber of onnections masto each cluster nedn
the Xenhbbile

XenMobile hireads related statics such afi¢ maimum number of thead the
server ca spawn, the thradsthat are currentiyniuse, th wating threadsthe
queuelength threads thatvere cancelieetc;

Statiics revealing thablw many timesach operation soeeded and failed

Current status of €h connection estdished b XenMobie
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Key stasticsindicating theaumber of jobs thkee repeating, total number
jobs that wer scheduledhe jobs that areurertly running, candied jds,
recent jbs that failedpbs that ran recély etc;

Key meases mentioning te rumber of jail brokedevices, number of devig
that are nely errolled, numbr d non-compliant devices,umber of device of
this type lhat are owned by ¢hconpany andhe employees, mberof devces
thatare managd/unmaraged by thsever,etc;

Citrix Sharefile

The awilability of the control plane, tinaden to connectd thecontrol plane,
authentiafon status,itne taken for abenticatioretc;

The availablity and accesane d eachstorage ane configred on ShareFile
thenumber, nanseand types of the staga zones;

License utilization detail§ the ShareFile sch asthe number of employe
licenses, usdidenses, usage.,

Key metricsevedhg thestorage space i#dfon ofthe Shar€ile;

Staistics revealinghte devices thatra currently active oré ShareFile accou
load on the Shdrée wiped devies, lokeddevicesetc;

Metricsrevealing the number of fikesd folders in #aShaeFile accounsize of
the fdder, ative foldersleas used bldersetc;

Key metrics reeding the status of lgads, downloadsnd deleés perdrmed
usingShareFile,rtie taken taipload/downloadddete the filestc;

Virtualization Software

Citrix AppController

Key netrics that capturthe expiry datef allthe active SStetificates, metricg
that help in computing the validity ohie active certdatesetc;

Measiresrevedhg whether aser can corect to the App@ntroller, time taker
to connectstatus of usewuthertication durindogin, time tken toauthenticate
userlogns, tme takero loginetc;

Key metrics revealing theser operations thaucceded ad faled;

Numerical stadtics revenlg the key usagolicies enforced on applicas of
each typenumeical statisticsevealing thesuccedsl and failed apigaion
launches;

Metiics revealinthe number of user sésss in the AppContller,the number
of uses who loggedh recentlythe sessions dihlogged out and the sessig
that failed;

Key meticsrevealing thaumber of sessis tha are open for ehcuser, the
numberof successful anidiled application laghes for each user;

Numercal sttistics rewaling the ddees that @& connected to he
AppController, deues that@ locked and dees hat are erased,;

Measures revi#@y the number of usergurrently logged inthrough each
recived connecting to thAppController, numd of users fom the internal
network vino logged ito the AppContriber through this reaeer, numier of
users who lagedinto the AppCotroller throughan exémal network.

© 2020 eG Innovations, Inc. All rights reserved 94



Measurements made by eG Agents

&

Total Performance Visibility

Microsoft Hy per-V

Virtualization Softvare

Metrics revealintpe memory usage of the Hyjpehost;

Metrics revaling he bgical processor usagieh as, lte percentage adime
guest code andhé hyperigor ran on each preser, percentagof processol
idletime, he percerdgeof time eaclprocessor was used, tigmber of virtua
processor to logicgroaessor ontext swithes, the rate at vahi each logtal
processor iprocessing hardwargerruptsetc.

Key metricgevaling how welthe root partibn manage the hoss physical
resouces, which includes, éhnumber of address spaces in the TLEh®
parttion, the rumber of virtual progsses in the root partitionthe number of
pagesurrentlydeposited into theoot partition, he number of pagtabks that
are curenly present ithe virtual TLB of the&oot partition, the rate of flush
of theentire TLB etc

Metrics revealing virél rocessousage of the pant partition, suchsathe
percentage of time thertual processmf the parent @ttition gent in
execuing guest caand in executing hypésor operations, the percentage ¢
time the virtual pro@ssowas in use, the eaitwhich UID, emulateddL T
instructions wereompletedthe rate of smadindlarge TLB fik, etc;

Metiics neasung the healthof the hyperviar, which includes, theumber of
virtud processorssupported by the hypervsor, the nmber of partitios
manged by the hypervisorgetmumber of bootstpeard depsited pges in the
hypevisor, etc.

Sttistics intatng ow HyperV utilizes its networkadaters, switches, an
ports, such asthe rate of broadcast packés sent/eceived, ta of data
sentreival, etc.

Reports metricsndicating the statusf the giestsd i.e., which VMsare
powereebn/ off.; inrout movenentof guests camlo be trackedisirg metrics
such as i number of guss that wereadded/removed;

Provides a n 0 o wti :siwdbe tafsathe percentage of physid
CPU/memory/disk resorcesutilized by ach guest;

Prov des dewmi 6w adevdishmavtwdl each gestutilizes theallocated
CPU/memory/dsk resourceshd netvork am TCP traffic to and fromevery
gues and the uptim gatistics per guest;

A speciized 'Hypetv VDI' modd tha revealshe users loggl into the wtual
desktopg onthe HyperV serverand the resouee usge of each usergtiotal
numberof curentlyopensessios acoss thevirtual dektops, the percdage d
new logins to the deskis, the number oéssons hat loggd out, etc.
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AIX LP ARson IBM pSeries
Sewer

Virtualization Software

Metricsrevaling the overall pical CPU usage by all AIX LPARs, sigdhe
numberof ingtalled processingnits onthe IBM pSeries seer, the number of
free pocessig units on the seer, the number andpercentage ofused
processig units, he percentage ophysical processors carmed by AlX
LPARs, the number of dedtal and sharegrocessors, etc.

Metricsmeasuing the I/O activityon each physical adapter theVirtual 1/0
serversud as, numberfaata transferhamnlledby each adaptethe amount of
dat received and sdiyt each adapter, etc.

Metrics indicatiyp the conposition of volume groups on aifual /0  server
and how he volume groups are w#id, sch as, te status foeach volume
groyp, the number blogcal and physical @lumes in eacholume group, the
number of volumes that are currently activeeah group, the number of
allocated andnallo@atedpartitions in achgroup, etc.

Metrics tlat alet you to space crohesin storage pas, which inalde,totd
starage pookiz, allocateghool size, percent usagé space in storage po
percent frespecein stora@ pml, etc.

Reports meics indcaing the statusfahe AIX LPARS) i.e., with LPARs are
powereeon/off.; in-out movemst of AIX LPARscanalsobe tracked usig
metrics suchs he number of LPAR&&t were added/removed;

Pr ov i dussleviawndhatreveals the pentage of pyscal CPU/memoy
utilized by each AIX LPAR;

Provides and i n s iwd batt revieadsdw well ah AlIX LPAR utilizs he
alocated CB/memory resouss,the network and TCRaffic to and from
every AIX LPAR, ahthe uptime setistics per LPAR;

VMware vCente

Metricsrevealing th availabilitpnd respnsiveess of vCenter;

Session statistics tliredicate the cuentsessin load orVirtual Centerses®ns
thatloggedout suddenly, nevagins toVirtual Centg etc.;

Key metrics that measumevheffectivelyirtual CentemanagerESX server
licenses, wich ndude, the number of licenses instatteinumber and
percertageof licenss uilized, etg.

Sitistics hatindicae the currentonfigurdon of ESXsener clusters manageq
by Virtual Centerand the €U/memay resources udeéiy each clust;

Theresurces available to every resource puddneach ESX clestmanage
by Virtual Centerand tle exent to whchthe resource pool utzed theavailable
resarces;
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RHEV H ypenvsor

Virtualization Software

Measures indicatjinthe hypervisor steg physical CPUsavailable to hie
hypervisoretc.

Metrics regaing the nemory usag d the hypensgor host, such as, thesed
physical mentg, percetageof free physical meory, swapmemory usage
meamoryovercommitmentetc.

Phystal CPU usagelatedmetrics, such ashe percentagof user CPUsystem
CPU, anddle CRJ utilization;

Metrics revealm nawork health, whichnclude, the cuent statusof eah
nework interfae, the trefic on and errs eperenced by each netwo
interface, etc.

Metrics revealing how féicient the witual networkd, which includethe rate @
data trasmitted and resival over the networlkgand the errors eounteredin
theprocess;

Outsideview metris revealing howachVM uses the physical resoces of the
host, suches, poweron stée of each VMthe virtual CPH allocated to ral
utilized by VMs, plscal memory awsunption, disk throughg, network
bandvidth consmedby VMs, etc.

VM statisrelated metrics such athe numbe of registered, poweken,
powereebff, stsperded, orphanefMs, etc.

Insideview metricsevealing howaehVM useghe allocgedresources;

RHEV Manager

Errors/warning events caped by he RHEV manaer log;

Storage domaimelated metri¢gssich as the number of VMs ugj a storag
domain,the capacity of md space usedchca storage damim, storage doain
avalablity, etc.

Metrics revemlg the number of inforeion, error, andvaning e&ent that
occurred on th manager;

Logical netwderdatedmetrics, such as, therrent status, banaith used, ang
errors experienceby logical rtevorks;

Clusterrelatedmetiics, whichinclude, the Rfsial CPU available wuster, the
physcd CPU sageof VMsin cluster, pysical mmory usage of VMincluger,
total physical hés in cluster, powesen/ powereebff hosts in cluste VMs in
cluser, etc.

Datacater relatedmetrics,sud as, the cuent status of a dataden, the disk
capcity, free s@e@in datacenter, disters, sgers, VMs in daceter,etc.
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HMC Serve

Metrics relatig to Resourc&lonitoring andControl (RMC) taskeand HMC
tasks; eaclindicating thetotd number of tasks,umber of running tks,
nunber of deepng tasks, maber of sopped tasks anithe numbe of zombie
tasks;

Processor metrics thatcinde CPU utiliation, percenbf used syster@PU,
percent of idl€PU, pecent of IOWats and thedtalnumber of zombie HE
tasks;

Reports mieics that ndicatethe number opSeriesevers that amanagd in
the HMC server and e¢hnumber of LPARs thate availableni the manage
pSeries server;

Metrics relating tdhe Web bgins andhe terminal loms; each indicating th
number of currentessions nev sessias, percent fonew sesions and the
numberof disconnected sessionsnr the server;

Metrics relating to tle uptime of theservers suchsarebooted, measu
indicatirg the timeperiod during wich the system has beap since the las
measuremnt ard the total time deing whit the server haseenup snce the
last reboot.

Virtualization Software

Oracle VirtualBox

Metrics revealing host hdélal such as, theotal physicalmemory, pyscal
memory usag free physicamenory on the host, CPWsage of the hos|
percet CPU usge o use, systm-levd, and idle process, etc.

Statistics rewading the health of VMs operatj on VirtualBox, suclas,the
powereeon stéae of a W, the RAM video nemory, andbdloon memory
configuration of a destgpp, RAM usage, CPU usagte,;

Session relded metics, such as, current seiens, peentage of nevogs,
sessions logging out,.ptc

Metrics revealing VMtaus, such ashe number of registerd, running, not
running, added, reavedguests;

Insideview metrics of every desktowhich ncluce, the user wo is curently
connectedo a dektop, the time red duation of connection, arftbw the user
utilized he esources altatedo every
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Oracle VDI Broker

Status of the RDP Bker service;
Number and rtare oferras/wamings bggel in the Oracle brokés lodfile;

Metrics rgealig the administrative, opéional, and availalyli sate of the
broker

Curren state andeurceusage ofhe Oracle VDI nanagr;

Desktop providerelated metrics, which inde, be curentstate dthe degktop
provider, mmber ofpools and datantersmanaged by the desktopyider, the
percentagef provider's @sktopsassignd to usersthe percent CPU, ramay,
and storge sage of providerdesktopsetc.;

Metrics revaing the adninistrative, opeational, and availdily st of the
broke;

Pod related measures, sud) the assignment statwf pools, thetype d
desktps assignetb eat pool, totd desktops in pal, the number of runng
powered off, unknown, spendedleskops n pool,etc;

Desktoprelated migics, wich include, th numier of desktops managedthg
broker, the numbeof running, powred of, unknovn, susperetl ceskops,
etc.;

Pe desktop meics which indicate, hmachine and desktop stft@ cesktq,
the amountof RAM, disk capacity,nd videomemory allocateto adesktop,
etc.

Virtualization Softwae

Oracle W Manager

Key metricsevedéing the cant anddetailsof the criicd information,error and
warnirg eents that are gengzd on the Oracle VM Manage

Numeicalstatstics hatreved the jobs thastartedcompleted, faéld, saceeded
etc; the averagime taken to completée jobs; the omber @ jobs hat were
outstanding in the jd queueetc;

The curent state of the @acle VM Managethe availabty of the wehinterface
ard thetime taken t@onnecto the web intdace;

Key metrics revealing thamber of registeredr@ck VM serves in eah pool,
the numbenbf serves that a@ airrently runing,number of servertat are not
running and thosiatarein mantenane male thenumber of VMsn each
pool and the Vid thatare currently runnirgjc;

The total capacitynd pace utiliation elated netrics foreacHfile system othe
Oracle VM Mnagr; metrics reveatjrwhether the file system \gased or
not;

Thetotal @pacityand space Uitiationrelated metrider each SAN storage
used by tb Oracle VM Managetc;
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Oracle VM Sewer

Virtualization Software

Keymetricsrevealing the lpystal CPU usage of ti@racle VM server such
the nunber of processos, numkber of cores per sockestc; the speed at vith
theprocessors have beenfigaed to run;

Numerich statistics @vealinghe pocessors agmel to the contrd domain; the
CPRU utilization and memoutilization of the control donmi

Key metrics revealirg the physcal memontilization of the VMsand tte total
amount of physitanemory on the host;

The taal capaty and pace utlization réated meticsfor eachfile systenon the
Oracle VM Servemetrics revealing whether the §iyeem wa shaed or not;

The total capaty andspace utilizatin reléed metrics for each SA&orage
used by the Or&&W Serveec,

Key metrics revealinghe CPU ime duilization of thecortrol domain, run queu
length, swap memory of the contt@inan etc;

Metrics ewaling thespace llizaton of each diskpartiton of the control
domaintheinput/output utilization of eactphysicatlisketc.

The curentstats of he Oracle VM Servemdrics revealing whedr the serve
is in maintenanceade, the awilabilty of the web iterfaceand thetime taken
to connectto the web interface;

The curent state of eachW on the Oraat VM Sever, nunerical stadtics of
the ptystals e r v eour@ssthatreack VM ohe Oracle VM server is taki
up;

Numerical $atistcs rewaling the/Ms thatare rgidered, powerk on, aded
and removed;

Providsano i nsi de revalehd wktedchviM utilizes the allcaed
CPU/memory/disk resourceshe retwork and TCP traéf to and from ever
VM, and the ptimestatstics g VM etc;

VMware vCater Cluster

Metrics reealinghe availability and psiveness of vCenteluser;

Sessio statists that indicate he current sessin load on vCentercluger,
sessions thabdiged out suddenly, new logine@enter clusteretc.

Key metricsthat masure bw effectively e cluter managers ESX seny
licengs, which includethe number of licensesinstaled, the numér and
percentagof licenses utided,etc.;

Statistics @t indicate the current configimatof ESX serverclusters manage
by thevCentercluster, and th CPU/memory resources used kaghe ESX
cluster;

The resouces availde to eely resource pool nda eath ESX ciger managed
by the v@nter cluster, andhe¢ extent to which the resourcelpatilized the
avdlabe resources
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Docker

Metrics indicating whedr/not the Docker servicisinstallel, loadedr running
currenty.

Meastes revaing percentage afat space and Metadagpmace utilization;

Key metrics ddosngthe numecd statistics bvariaus evatsthat occurn the
Docker.

Docker image rekd metics such as totalmker of imaes, numbeof images
that ae mappedunmappeal to the containerand disk space utilizeby the
mapped/unmapped images.

Measures indicating the disk space ilizaton of eachimage, nunmdr of
containers created fromabamage, number of coriteers (create from eah
image) that areunning arrently amount and percegageof memory utilizety
the containers that were crddigeachimagestc,

Metrics that shed Ight on the Docker condines such as total numberf (
contairers,the current sttus(whethefnot running) of the containes, number
of cortaines that are ewly added to or removeftom the Docker serve
memory utization of thecontaners etc.;

Key measres eveding the upitne of @ch container, packetsnsmsgsion, the
rate atwhich data igransmited from each contagr, inmming andoutgoing
traffic, CPUutilization of eachontainer, etc.;

Statistics inditing aveage netork delay during gckettransnisson, packet
loss andavailability network cagection;

Virtualization Software

Nutanix Acropolis

Key measres indiaingthe number ofimes he readequess served frm ezh
cache, the realamory consumed by the data in tiahe, the amountof
memory saved duto ceduplcatbn, the bgical SSDnemory used toache dat
without deduplicatioretc;

Measure revealig the current stats, type and mode beah physical igk,
whether the data the disk is migrated or not, tteed capaity ofthe disk, the
amoun of the dsk hat is curnetly inuse and is still unuseke ptal number of
/O opemrtions tlat are cuently performed orthe dik, the tine tken for
processirg the I/O requestsand bandwidth usdualy the disk whe procesang
/O reqeds;

Metrics rgealthe aerag time takerby thestorage to processadand wiite
/0 requests the tandwidthutilized br processing theeadand write 1/0
requests, the nubrerof read and write @pations that are currently penfied
on the storag, hetotal capacjtofthe sbrage, theamoun of stcage spachat
is stillunusa in the SSDs andrdaly attabed SATA HDD s, etc;

Systemealaed nmeasures sh @ number of €U ores and CPU sockets the
host, the total capacity the host acrossall the CPU corespotal memoy
cgacity, theurrentsize of the oplogtc;
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Measues revealonthe logon and lagf durdion for each user,size ofeat
user6s profilie wleéer iswnealdgorftreoumbert oh
locally opied fies hat are syhronized during logonand log & and
categorized by tHée size ofLKB and ttefile size ranginfjom 1KB to 10KB
100KB to 10MB, IMB to 5MB and 5MB and ale,etc;

Metrics indicating theurrent state ofthevirtual machine, vatherthe VM is the
cortroller W or not, the mmber ofsessisms that are currdgtective onthe
virtud mechine,percentge of virtual andphysical CPU resarces used byhe
VM, the amount of data received andgnaitied by the VM etc;

Statistics reviiag the number of VMsthat are currently powered orthe
nunber of powered offMs on the lypervisorthe number of suspeled VMs
the numler d powered ormguess that are curregtllogged in with users, t
number of that are newy adled to and newly reaved fom the Nutanix
Acropolis

Measures reportingemumbe of sessions tharecurrenty active aossall the
gueststhe number of n& logins, the peentge ofcurrent sessis that logge
in and the numbeof sessionsthatloggedout.

Virtualization Software

Nutanix Prism

Measure indicatig the repication factor of eachkontaner, the eplicatio
factor seting for the Oplog, whether ordisk deluplicatio and erasure cadg
are enabledor not, the number of VMs that are attath® the containe,
maximum capacity coigfuredfor the contairer, etc;

Metrics revealing tlaalahlity of the prismthetime t&en by thd’rism senice
to respand toHTTP requestsand therespnsecode returad by tle emulateg
HTTP request;

Storage @ol rdlated metrcs sich & thenumber ofdiskspooled in the sorage
pool, theamount of spaca the cluster that is ailéble tothe storagepool, the
total amant of logical sttagespace usethe amount of actual uga of storage
(i.e., usage afteompression and deuplication),etc;

Measeves hdicding whethethecluster is deployed on thudor not,whether
shalow clones g enabledor the clusteror not, wheher/not the bdkdown
modehasbeen enabled fdhe cluster the number of hypervisgrthe aveage
time tlken ty the physicalisksto process readnd wrie I/O requests the btal
storage capacitgtc;

Stdisticsrevealinghetotal number o¥/Ms in eachcluste, the number ofVMs
in the cluster thatire currently powered amd arecurrertly poweredoff, and
number of contrer VMs n thecluser,

Metrics reporting the amouof dag read from and wién to the cluster in
response to the rehand wite 1/0 requess, total menory capacity of the
cluger, theamount of memory thatusilized ad is unusel in the cluster;
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VMware Apps Volume

Virtualization Sofware

Measure irdicaing number of warimg message number ofrror messges,
numbe of information messagesnumbe of active requests amdimber of
delayed jobs thateregeneatedfor this eert type

Metrics intcatng the total nunber of déastoresavailable ithe storagegroup,
amount 6 space aticated toeah storage groymmount of spaceutilized and
amountof pace availdd for se ineachstorage grouyp

Measuresndicating the Wware App Volumes Manageavalahlity, respmse
time and response codestunedby HTTP/ HTTPS request

Measuremdicatinghe current statsiof the gopstacknumbe of uses acesig
the appstack number d users dhached tothe apgtack, and number of
goplicaions runningn appstak;

Measuresndicatirg the number of appstis placd in the datastor@nd the
number ofwritalde volumesavailalein the datawre.

Metrics indiating the amount of sparthat b allocatedo the dataste, the
amount of spae avalablefor useon the daa storeard percentge of space
utilized ly ddasbre

Measures indaéng the btal numbewf appstacks availain the VMwvareApp
Volumesmanagr,number ofappstackattached téhe bggeduserard number
of writablevolumes atachead to the WMwale AppVolume Mainager

Measires indicating #licene vdidity, total numbe of user icense allacaed,
total numbeiof conarrent uselicense that ae arrentlyin use, tal number
of server licenses thate arrertly in useard total numberof deskiop lieenseg
thatare alloated

Metrics relatetb the $orage groupsud as dtal nunber ofdatatores availabl
in eah storagegroy, total amountof spaceallocated foeah storage grouy
andpercentagefepare utilized ly the storagegroup areeported

VMWare Virtual Desktop
Manager (VDM)

Key metiicsrevealing the hehlbf the néwork connetion to the VirtuaCerter,
and theawailaility of theVirtualCenter;

Statistis revealing if any error enthage beenloggedn the ADAM event logs

Metrics indcating tle health bthe Tomcat JVM, suds,the memory usage (
the JW, thefree memonryn the JVM, the tetl numbe of deema ard live
thread onthe JVM, the JVM tijme, etc.
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Kubernetes

Virtualization Software

Kube Application Services layer

1
f
f

Kube Wakloads Layer

1

Metrics reveatig thetype and age of the seryice
Metiics revealing thaumbe of pods that thiservice targets
Metiics evealinghecurrent statusf the service

Metrics revealing élDaemnon St detals sich as age, numbefr modes that are
curentlyscreduled/mis scheduled farmningon theDaemon Set

Metricsindicating he state and age tifie defoyment

Satistics revealg the deployment relatenformation such as whether/ret
degdoyment can le paised/in progress/avéabk;

Metrics reveling thenumberof nonterminategod replicaghat are
updatedtargeted by thee&doyment

Metricsrewealiny the cout of available/uavalable/ready podkash collisions
created by the deplognt

Metiics revealirg the age the aubscadr ard also itmdicatesvhether/not this
autoscalesenabled and is alitecalculate the desdl scales

Metricsrevealhg the miimunymaximunidesired/current replicas tat can be
managed byhis autosdar,

Metrics revelngthe count of completi/failedjobs in tle namesjuz;

Statistics revealinget rumber of pods thatre aeated/failed/suceaded in the
namesace

Metrics revdingthe number badive cron jobs

Key metrics revealing the status agel @fthe Pod;

Stdistics revealing the Poelateddetails sutas Temination Grace Period,
Quality of Service, Restd&dicy, total contairs, total volumemountedand
init coniainers of thé&od

Metrics revealinpe state of the containers sushuaning/terminaéd/waiting;

Metrics revaling theCPU relaté informdion such as CPU limitsPO @apacity,
CPU request PU usage and Coirtarsin this Pod ér whichCPU
limits/CPU requestsare rot set;

Metrics revaling the memory related inforroatsuch asMemorylimits,
Memoy capacityylemay requests, Meory usagand Containetis this Pa
for whichMemory limis/ Memory requests amet set;
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Virtualization Softwae

Kube Cluster

Kube Control Pane Layer

Metrics revealing the ta and type of node;

Metrics revalingwheher/not thisnode is unschedwd correcty configired or
not;

Metrics revealing the guwf master nodes/waéernodes;
Metrics revding the total nundr of nodes in theluster;

Metricsrewealing the number obdes that are adffeemoved fromthe cluser
duringlag measurement ped;

Metrics reveahg the numhbeof nodes in the clustdhat are running/not
running/ unknown presentl

Metrics revealin he number of Pds n the clustertha are in Running
stae/Pending state/Swess state/Faid sate/Unknown siate

Metrics revealinthe curret stats of this nmespaceage of the namesge,
number of pods/swices available in tmamespace

Metricsrewealirg detailtike maximum menmy limits, default memypdimits,
maximum meory requestslefalt memoryrequess for a container;

Metrics revealinghe persistg volume related detadischas current statuag,
access mode anwrage capacity.

Metrics indiatirg the serveavailabity;

Metrics revealing the etadaed deailssuchasratio of cache tsto misse and
time taken t@add/retrieve objects toat ache;

Metrics revaling the event relatethformation such asumber of nodes
regisered, numbeof pods thatwere termiated, number of nodes that w
gracetlly removel/draired;

Statistics reaaing the number & nodes that were ready/nof
ready/schdulable/deleted/termiatedduring last measument period;

Metrics revedhg the nmber of times the CIDR Not AvailabléCIDR
Assignment Failed events occurred

Metrics indicding the number of timethe Kubel¢ Starthg event/Kulelet
Setup Failed eventshacurred;

Metrics rgeaing the details of vents configured fo pods, Volumes,
Deployments, Contaers and_oad balancer;
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Proxmox Hyp ervisor

Operating System

1

Virtual Guests

1

Node specific stattics suchas statis of the nod, total memory avdila,
amount of memory usednount of memoy availdle for ug, amount ©
menory uilized, timeperiod thathe node h& beerup, and amount of CPU
utilized

Soragerelatd meaures sich agotal memoy availablefor use amount offree
memory availabléor use, amount of memonysed percentagef memoy
utilized

Metrics eveahg the Sbrage stas such asvhether theStorage isctive/
enabled oshared;

Metrics evaling the VMdetals such astatus bthe VM, tdal memory/free
memoryavalable in VM;

Metricsrevaling thetotd time that the VM has beemp since is kst rebot
percentag of disk Utized,rate of diskwrites rateof disk reads etc.of each
physical disk on theM and totadisk troughput

Metricsrevealinghe total network operatis performed on thislevice and
amountof netvork data receed/transmittel;

Loginrelated measusesuch athe number bcurrent sssiors, new dgins,and
sessionlogouts;

Metrics revedhg thevirtual macimesrelated measures suedh the number g
regsteed VMs, number ofunmning VMs numbe of VMs that are pased,
added andemoved,;

Virtualization Software

Proxmox Cluger

Proxmox Node

1

Proxmox Infrastructure

1

Metrics revealintdpe Node status such as amount of memory allocated for
amount of memory used by the node, amofirmemory available for ug
amount of ®U used and uptimaf the node;

Clustersoragerelaed meaures sich adotal memoy avalabk for use amount
of free memory available fose, amount of memonysed percentage ¢
memoy uilized

Metrics evedhg the clusterSbrage status sucls whether the Storage
active/ enabled omshared,;

Metricsrevalingthe statusof the cluser;

Metrics reveling the count of total nodes availablenline/offline nodeg
availablerunning/stopped VMS availablgotal users availalded total groups
awilable;

Metrics revdimg the cluger log related details such as the number of
informationwarring and error messages thaturred

Metrics regalinghe countof successful $ks and failetasks;
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Quiality Virtual Desktop

Metrics revealing the eant state ofhe server nadand théblocked statusf
the server nodethe numker of virtual dddops inthe node, succeskfailed
auhentications, HTP requestshandéd metics related to NX protocq
atemptsetc,;

Numerical dtistics revealing thetal hostspowered on host poweed off
hosts, strtinghosts blockd hosts inthe node clustedisk inages available
the server mieetc;

Desktoprelated sttistcs in he server node such as tregisteed desktops
poweed m; desktops, stantj desktopspoweed off desldps, dektops with
userdoggedn, deskbpswithout usersetc;

Key metrics rating to the currely acive wser sessits, newuser logins
sessionstiat were logged oetc;

Metrics revealing the totainemay of the operatig system fleor, ovetay
enabéd sttus d the Operating sysh flavor, ndwork avdability, network dela
of the serveetc;

A host of inside viewmetricssuch as th@ericent oftime the disk was bu
processingequests, averagiene taken for readinghe data frm the di,
throudhput d the virtual disk., totacapaity of the disk percentage of spa
utilized by the disk, hysicalmemay utilizéion of the disk, inomng and
outgoing traffic through eachtual desktop, CPUnd memory usage of dag
virtual gust, TCP onnectios of he vitual desktop, TCPrgtocd traffic to
and from each guest, latergiseen by users cmttingto a virtual desktop,
uptime of eahvirtualdesktopetc;

Virtualization Software

Leostream connectbn broker

Externalmetrics revealing thavailabilityand resposiveness ohé comedion
broker and its wegener component;

Metrics indicating whether the interaatl extaral catabasesf the connection
brokerare available or not, and if so, hoveldyithey respondtequests;

Measureservealing theurrent gatus of the entersfrom which the connectior
brokers gather enronment information;

Job queueelaed measwessuchas,the number of waiting jabin queue, the
number of finished, abed, cancelled jobs, adibns to the queue the curreh
measurment period in tems d new waiting, fished, h progress, aborted, ar
cancelld jobs;

Statistics repting whethe the SurRay severs with which # canection
broker is interacting isvaia not;

Metrics indiating the number oégistered etktops m the onnectionbroke,
the number aggial to usersthe number of desktops mgsed but unused, th
numbe of free dektops, etc
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VMware Horizon Connection
Server

Metrics revealing éhdatus of the connéon broker;

Metrics that track liose usagesich as, the numbeof days to the exipy
wheter/not the local mode licensesisabled, etc.;

Conneadvity related metics that report whether/not th&/iew Manager idble
to connect tovCenter, whether/nothe View semrr is able to connect the
Everts Datdase, whetherit each virtual dekbp (n a group) is available o
thenetwork, etc.;

Reportsconrectiity betweenthe v@nter and the View maye; also indides
the connectity of this server witthe eventsatabase, Active Direcyor

Usagemdrics per desktop pal, such as, theotd nunber of desktops, th
number of ative/inactive desktoppgicentageof inactve dektops, etc.

Metrics regaling the nundyof broker eventsdmin events, transf events an
agent events recordedie evatsdatibase;

Key nmeasires revealing theumber of errors recorded during thektop pool
launch angbrovisoning events

Monitoring the ThinApp repositories for avality;

Measures porting the ThinAppapplications tht wee frequently accss and
the nstllation typ n which theappli@tions were assigned to the desktops;

Metrics evedhg thenumber d replications hat were performed successf
and failedluring the last measment period

Virtu alization Software

VMware Horizon Pod

Metricsrepoting the rumber of VMware Horizon Coeeion Srver instance
that were enadlanddisabledon the clougod

Measuresindicating the curme status of eachapplicationand total numberfg
RDShosts usingachapplication.

Metrics indicaing the percentag of deskobps that wereactivelyusedin each
desktoppool.

Measuesindicathgthe current status of ea@pplcation pool.

Measures inditing the number of RD®osts and application dedha are
availate in each RD&rm.

Measure irdicaing the totd number d users, total number of rete ses®ons,
total number bregisterd deskopsand the source aleskbp pool.

Key metricsrevealig the count of desktopsn differentstatessuchas Agnt
unreachdb, provisionegetc.

Meastes indicatirg whethe eah degtop pool is enabled ordisdled and
reporting whetér any users agroups have been entitled cceseachdesktop
pool or not

Stdisticsrevealinghe number of entitled usemumber of renote sessions, tota
deskops regisered, statup dektops andmantenancelesktopsn thepod.

Measures indieting thecurrent tatusof the RDS Hostspnumbe of sessions
thatwereinitiatedon the desktops/applicatioren eachRDShostusng PColP,
Blas ard RDP protocols
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VMware Horizon Security
Server

Measure thaeportsthe aalability of theVVMwareHorizon Connection Serve
when accessed remotelytk@aVMMwareHorizon Seurty Serer,

Measurdandicatinghe desktops provished by th&/Mware Hoizon
Connedbn Server when accessemiotelyia the VMware Harbn Secuty
Sever,

Metiic indicatig the number ofiew sessions were initiated through the
VMwaie Horizon Secuty srver

VMware Horizon View
Composer

Key metricsevealing the numbef fatal erros thatwere logged in ¢h
composer log file duringelastmeasurement period.

Virtualization Software

VMware Horizon View RDS

Metrics revemlg the avaiallity of the VMware wwv RDS connectioand the
time taken by theewer to repond toa request; métsrevealing whetar the
user login procesvassuccessfugnd the tnetakenfor a lain;

Metrics revealing the activity of redirectonmorert of the Microsoft windows
opeaating system anderics revealinthe stats of the fileservihg as seen by
file serve r 0 st; the dtatue af logonsom client sessions to thiMware S
servery

Key measures revealing the time taken for ggerahal profile loadng process|
the number of timeshie user profile was loadeabe number ofimesthe profile
loadingfor each usewasswccessful and theumber of times the profil@adng
faledetc;

Metrics revealing the number of instances giuthbshedamplication executy
on the serverthe memory and CPU utilizationeath published apjaation;

The status 6 the ligenerport, performance statics relating to the VMwa
RDS sever wser sessions, metrics revealing the resource utilfagechuse
onthe RDS sew etc;

Statisgts revealing the number of discocted VMware RDS seer sesens,
the newlogins b theVMware RDS servestc;

VMware Identity Manager

Measiresindicating availability of the HTTP/HTTPS protocol and tekento
estalikh the connection;
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Citrix Delivery Contrdler 3/4

Metricsreveding the health of thdMA - interationsbetweena DDC andother
servers in the farmvhich indude, thenumber of active IMA corections, the
rate at whic dat was redeed and sent by DDC;

Metrics revealing the health of the Ci¥enApp technolog on which the
DDC has beerbuit, whichinclude, the rate of aplication enumerations; th
rate of goplicatian resolutions, whether@nnection to the datastoisavailable
or not, the rate ofatla written to and read from datastoresdynamic stores.

Metrics ndicating the aviahlity of the severs hosting virtid desktops in
desktop grops;

Metrics indiating the errors recenttaptured by the DDC logs
Metrics reveing the availabilignd responsiveness of the DDC;

Metrics regaling the statusf virtud desktops in fans ad deskt@ grops,
sud as, the mmber of desktops that amoweed a/off, the nunber of
desktops thabave been assigned toraséie numbeiof desktops in use,dh
number of desktops that are idle, etc.;

Metrics reportinghe compasition of a DDC &rm,which irclude the number of
DDCsin the farm, the numberf desktop groups inthe farm, the number o
desktop groups that aneaéldble/unavdable;

Metrics revealg whether the virtual desktop agentaahle or not oneach of
thevirtual desktps manayed byDDC;

Metricsindicatingwhether the virtual deski® ae awalable oer the network of
not;

Connection Brokers

Citrix Delivery Controller 5

Metrics regaling the connectiostatus between the XenDesktop broker
each server hostig thevirtualdesktops;

Metrics reporting the current status ofeach controller and the numar of
desktops regstered with each of them

Metrics indicating théealh of the interactions betweeret Citrix Brokern
Service, AD Identity seéce Configuratio siver, Matine Creatiorsenice
Machine Identty service, ahthe database, such ag dbabas availabity, the
time taken fodatabase transactionangation erros, etc.;

Key metricgelated to the desktops available peftogataich as, thalocation
type of desktap the numberof desktgps assigned/nbassigned to users, t
numberof desktops nbin groups, type of cdtey, etc.

Metrics revealg tre availality of the License seer, database servel.;

Desktop grouprelated metricswhich indude, whether thelektop growp is
avaibbk/not, the total number of desktops imat graip, the asildble
desktops, discorcted desktops, etc.;
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Metrics trackigthe disconnected sessions to virtualtdesksuch ashe btal
numker of disconnetedsessionsnewdiscomects, etc.;

Metrics tracking the numiof ses®ns accesngapplications publied on each
virtual deskip;

Whether thevirtual desktop ageistavailable/not per desktop;

Metrics prouding status upmteson virtual desktops,ush as the wrrent
deskibp state, wither desktop is availalolerthe network orot, etc.

Citrix Delivery Controller(v7)

Connection Brokers

Metiics evealing te status of the contimn between the broker and t
hosting sever, whether th canecton between the bkerand hosing sever is
in maintearce mode, whether machigeedion service isusal to create
provisimed machines etc.,

Site leel cetails sut as the availability the license server, response time o
license serveacive sasons on the sit, brokers inthe ste, ec.,

Brokerlevel details such as thtateof the brokermadines registered withe

broker, status of #sewrices suchs the broker serviokD Identity service etc
on each brokeionnectivity beweean eachsevice and thelatdase, helth of

the ransaction @formed by each service the datdase etc.,

For both Site and indidual brokers, deliveryogpsrelated miics such as th
avaliability of the delivery group, total numb&machines irat grop, the
availablanaclines, usg maclnes, disconnectedhachines, machines on @
error wes detecte et.,

For both Site ahindividual brokers, céig kevel metds such as the numhumér
machines, user assigned machines eregistachines, nregsterad machines
total use sessios, estbished sessionetc., allocation type ohé mechines,
machine awailable to users fmo each catalog to delivgnpus, totaimachineg
in catalog et,

Application level statistics such asthén the appliation is enaded or not,
visiblity of the appication, number b currently running instaes d ead
applicaion, priority level sdbr resource usage of eagiplcation et.,

For both Site anéhdividual brokers, session related meduids as the tatl
s£ssiors, active sessisnonnectedsessins,sessions in Uknown state etc.,

For both Ste and individual brokers, metrics reveéal the total logins an
logous for eaclprotocol typecurrenly active sessions etc.;

Measures revedirthe current sttus of each AppDisk and number of
applcationpackages availabln eachAppDisk;

Zone rdeted detals such athe curent status othe primary zone antumbe
of controlles,delivery groupandmachine catalogwailable in theone;

Key statistics realhg the count of delivey catroller liceng warring events,
broker service licensetical everts, broker sewrice license inforrtian events
broker servickcense warnig and e license eor;
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Citrix Cloud Delivery
Controller

Connection Brokers

Metricsrewealing the stasof the bioker €vice and the cdiguration service;

Key gdaistics evealinghestate of each contller and the count of retgeed
machine# each controller;

Zone related details such as the current siithe primay zahe andnumber
of contrdlers, delivey graips and machine dalogsavailable in theone

Ste kvel detds sich as the availdibyi of the license servessponse timeof the
license servedctive sessions on the site, brokers igtiheetc.,

Metrics revaling the connetity and reponsiveressof the deliery controller
through Cirix XMLACGeess;

Machne @talog level metdcsuch as the number of miaesin catalg,
machines used in loery groups, machines available for dgligevups,
machinesusedin delivery groupetc.;

LoadEvaluaor Index for CPUdisk, session, memorythé celivey controler;

Key metrics revaayj the numerical statistiof desktop OSnachines in eag
delvery group configured in a site such as dte& machinesmachnesin
maintenance nde, powered & madines assigned mhbines, registere
machirs,error related stastics pertaining tdie desktop machinet;

Application relged statistics such s count of instances of each applica
running on thedeskopsof the delivery adraller, theCPU piority level of ach
application, whetheah gplication is @abkd or not, whetherach applicatio
is visiblgo the usersronot;

Session relatextatistics through each protocol on the BgslS Maching
sud assud as the counof total sesions,active sessionslesktop sessions
hiddensesions, nobile sesens the count of apmation launched througbcé
protocoletc;

Citrix Director

Metrics revealing the status of the desktopma®ines in ach dlivery group
configued h a site;

Statsticsrelating tahe number of machines edch typethat are arrently in a
state offailure; current state oheh ®ver OS machine, resource wdtion of
each machine and the session loagh machine

Metrics rewealing the useconnectionsto eah ddivery grouptime taken for
users tacesshe desktops/aplications delivered/leach grouptc;

Metricsreved#ing the ser session relatedtistics of each delivery group ir
site, tle number of usr canedions to each dedéry group ina sie, the
connectiorfailuresetc;

Numerical stdigtics revealing the users who are coroted to the
machines/applatiors in eachdelivery group in atej login duration of eaq
user to access theskbps/appicatons,nunber of times &huser hasogged
on €c;,
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Citrix XA/XD Site 7x

Connection Brokers

Key metits revealing the stz of the connection betwedre XenDeskop
broker and each serfmsting the machine,

Metrics revealing thaon-avalability of the license server orhe site,
responsieness of the liaee server inactive brelsandthe session osrload on
the site;

Key metrics revealing the @ant $atus & each delivery controfleonfigured
within a site and the numbemo&hinesegiseredwith eah controller;

Stdistics eveahig the health of ah controller servicencthe fargetcontrolle,
satus of desktop ® machines in each delivgrpup configured in a site
statistis relating to the number of machines of égot tha arecurrently in a
state of fdire

Metricsreveding the sessioro&d, resource utilizatioard aurrert state ofead
Server OS mackhin

Catalog related statistisub as tle @talog type, the tymé desktops allocate
to each catalog, theadabilty, usge ad asigyment of deskips within a
catalget,

Numerical statistics revealing theises who ae conneed b the
machines/aplations in each deliveryogp in a sig, login duration of e&ac
user to access the desktops/applicatiamsber oftimeseachuserhas logged
onert;

Metrics evealig the user sessioelated statistics ehchddivety group ina
site, the number afser connections to eachivi®y groupm a site, the
connectio failuresetc;

Citrix WEM Broker

Measurgindicatingthe avéability of license erve andthe respmsetime taken
bythelicense server.

Measiresindicatng thenumberof error eventshat were generatedidloggel
in the eventogs.

Metrics indicatig the number of warning messages, verboseges, ctical
eventstha were generatl and loggedn the event logs.

Measiresindicatingthe avalablity, connection ime and response tima the
datdbaseserver
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Integrates with Dell @n Managerad HP/ Compaqglnsigh Agents

Measures hawaregtatus indicatorsush as overall systestatus chass status
power suppl, voltge, amperage status,;etc

Measires of the themal status of the hdwae including the currer
temperature, artte temperatresttus

Key metics reveling the hedth of the cooling unit§ans on the serveiké, the
currert fan sgedand thefan stats;

Status of the power suppilyits

Application acceselated metrics su@s, the nurber of timesan apfication
was accessechd for how long;

Sessiomctivity on the webkervemeauredby thenumter of curent sesions
to the server, the sessiduation, anaymous sessions
removel/r equested/returned, server response tietpest timeetc.;

Metics revaling thdock behavigrwhch includes, the maber and duration o
userinitiatedand anolymots locks

Metrics indiatirg the hedh of the object maneag, such as, the current state
the objectmanager, ahwhether the objed managehas reacheds maxmum
tasks limit onot;

Statistics realingconponen health including,the CPUtime used up b
components, theespnse timeof the components, @ns encountered by
component, etc

Reprts the arors logyed in thegateway errdogs
Indicates whethéhe Gateway NamerSer isaailatbe or na.
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Statistics revealing thealh of the WPS batteries, whichcinde, the current
status (whether batterylisv or nornal) of the UPS battées, thecount of
defective external battersdif any), the poweand vdtage leels hadledby the
bateries battery usage levels, whethebattery neds to be replacedgc.et

Key metrics such as the UPS status, modearoltage/O , etc.
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Metrics revealing batie health, such ashe batéry disdharge tine, battery
runtimeleft, batery charge remainirayirrent batterystatusetc.;

Metricsthat measure the diy of input and outpulines, suclas, be rumber
of input lines utilized byUPS, the number of badhput lines to the BS, the
number d outputlines utilized by BS, etg

Statistics revealinbet vdtage, cuent, and power inpute the UPS via th
input lines;

Statisticsewealing thevoltage, curent, andooweroutput from tie UPSvia the
output Ines;

Metricsrevealig battely health sich as, the battg runtimeleft, battery charg
remaiing, curent battery statustc.;

Metrics reportigthe utility line frequey, the nurber oftimesinput wasut of
tolerance,@irceof input and outpupower, output logaetc;

Theinput voltage, nput current, oput voltage, output current, @t

Statistics revealingethedth of the UPS batteries, including ¢cherent steus of
the UPS battess, the power, tempture and voltage lexehandled by the
bateriesthe batery usag levels and whber the battery needs to be repth
etc,

Key metics revealing the niner oflow battery traps recorded, fuse failu
events, pwer &ilure events, taperatire failure eerts,overall failurevents etc,
Statistis reveahgthe voltagecurrent and fregeng inputs to the UPS via the
input lines and theutput lines;

Key metics rerealing the UPS power capaicgtytheload thraigh eah output
line;

Generic UPS
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Statisticsevealing the healthf eachdrive an the deice such ashe peed at
which each drive processad/write requests, etc.

Statistis rexealing the load on each drive on theiade suchs therate o 1/0
opeationson the drive the rate of read andnite operations tche drive the
transfer ateof read/wrie canmands per drive, etc.

Metrics ndicding the ontrol status of eagiort type on the device;

Key metrics that stidight on he loa on erabled pats, sub as, the ratd 1/0
operations onagh port, the ratefaead ad write operatbnsper port, &t.

Metrics that indicate the currembdeof operaion of the server;

Metrics measuring the extent of usage of eadessor suppted by the
device;

Metricsrevealing hoveffedively each cacloa the device has ée utilzed
sud as, tle pecentage ofvrites that are pending to evenheabe percerige
usage of each cashckan, middle, physical queues, etc.
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Metrics that pint to the LUN on the sorage device witlthe maximum
throuchput, sub as, tte rate d read/write commads executed on each LU
the perentag of readand write requests thaere srved by this LUN, etc.

Metrics indiaing the oerloagd RAID groups orthe device, suchsgthe rate
of read/wrie commands executeth eactRAID group, theper@ntage of rea
and write requests that were sérvythis RAID group, etc.

Clariion SAN

SAN StorageDevices

Satistics revealing the status, |/Pe@tions ad ovedl hedth of the storage
processorsuch as, status, perdeutilization of strage proesor,the speé at
which each mcessor processes read/write retpjetc.

Cacherelated metrics indiing the read/write hit ratios, the perceggadirty
cadie pagsandthe perceratgedirty cache gpes ovned;

Metrics thatpoint to the LUN onthe stoage devie with the maximum
throudhput, such as, the rate of readfesrmommands eecuted on each LUN
the percetage of read and write requestsie servedby ths LUN, etc.

Statiicsrevealing thetatus, 1/0 operationsard overall healtbf the dsk,such
as, LUMN caunt, percentigk utilization, Hard read/writerers Soft red/write
errors, read/wte regests, etc.

Statistics revealing thmtus, andverdl heath of the $orage processor qt,
such as, status ¢ihk and port, theate of eadwrite commaxls eecuted on
ead storage processor port, the nembf data reafvrite commands mad
through his storage processor port etc.

Metricsrelatingto the hardwae status fothe Disk Array adoaure such as th
stae of the Fans, Posv statdor eachfan andthe LCC state péaining to eact
fan.

NexentaStor

= =

Key metrics reealing how well eadlolume $ capable of processing I/
requeststhe currenstatis of eah volume ad the metrics regding the space
utilization of each volume

Metricsrevealing the fhyscal memory utzation of the NexentaStor apptie;
Users cuently connected to tidexent&or appliance;

EMC VNX Storage

Measires revdimg the pae usage atisics of the Fik sysem such as th
avalable space, totsppace, sedspae, percatage of space iized etg

Metrics that point tdhe LUN on the storage system withettmaxinum
throughput, such as, the rate cfderite commandsexeaited on eachLUN,
thepercentagef read and write regss that were sergddy thisLUN, et,,

Metiicsrevealing th&O operations that are performadingthe NFS potocol,
the number oéctivethreads in the NFS server etc.,

Statstics reveaig thre I/ O operationsthat are performedusng the CIFS
protocol,the number of pratcol conecionsand thenumkber of files pened
using the CIFS protocol etc.
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Metrics rgealing he performance of the Data Moversabglyzingte nunber
of running thradsjoined threds,blocked threads etthe idle/busy statf the
CPU, theavailake RAM size of thédata Mover etg

Metrics revealin the status ofthe statmon servicéhe connetions that arg
availed and the pemtage of conectonstha are usedfter the start ofthe
statmon service etc

Metrics revealintpe stéusof the Storge Prt, the link &te and the SFP sta
of the StoagePort.

Statstics revealing théatus, 110 operations, throughput and ovehallth of
the stoage processor, sihcas status, peentutilization of stoage processor
the rde at vinich eab procesorprocesses readfite requests, efc

Cache relatl mérics indcating the size of thread/wrie cache, the state of t
read/write cache, thaizeof the free memorythe number of dity cache pages
and thecache pages ownedgethbhysialmemay of the sbrage processoetc.,

Statistics revealing tsiats, 1/0 operations and overall #th of the disk, such
as, LUNSs count, percedisk utilzation Hard read/write erors, Soft readivrite
errors, read/writgequests, etc

Metrics redithg tothe hadwae status of th®isk Array enclosure such as
stae of the ns, Power state fogoh fan ad the LCC state pertaining to ed
fan.

Statigts rereding the networkraffic in eacetwork interface suchsahe /O
errors, pakets/daatransnitted and received etc

SAN Storaye Devices

HP P2000 SAN

Measures revealitige status antiealth of the vdisk;

Metrics evealing the I/O activity per vdiskhe rate atwhich read/write
operatbns vere performedtherate at which dataas read and writtdrom the
vdisketc.,

Key metrics revealg the health and I/O activity peolume, the ate at which
the read/wite opeations were performed, the rate diiclv data \was
real/ written from thevolune, the numbenof times the flush fronthe cache
is/is nota fullstripe

Key meticsof the controkrsuch as the percent of time @8PUof contrdlers
were processingqueststhe 1/0 activity performed on eachrtroller,the rae
a which data israremitted, therate a which data is séced through rea#/rite
cacheetc,

Measuesreporting thetstus and health of the expangert and host prt of
the controller;

Metricsreporting the status, health and fiiéover tatusof the controller
thepartner conbller;

Metrics revealgthe 1/0 activity rformel througheach bstport;

Key metrgsrevealing the status, healtil 4 ED status 6the disk; The 1/O
actvity pe disk , the rate at which data é&gmitted &.,

Hardwarerelated meauressuch as thetdus of the expandethe SES elemen
of the expnde andthe sasors;
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Dell EqualLogic

Externd measuresf the availability anésponsieness of the storage device

Measuregevealig thenumber of disks anatontrollers insidehe chassis that
to be monitored;

Hardwarerelated netrics sich & the speed arsthtus of fans, the overall s&
of the hardware, the status of powepply wnits and temperature sensors, et

Key metric peraining to the spacesagein the devicesuch as, total storag
space, the spaased, t.

Metrics revealng the errors &hl/O activity per disk, such atisk state, dik
size, number of diskrers, ad the rate of bytes read/written;

Metrics rgorting the size and modefdhe cache;

Key space usage metrics faaming to the stage pob suchas thetotd space in
the mol, the used space, reserveatsfree spacetc.;

Metrics tracking &SI comections to the device, which inclutie, nunber of
currert connectionsteal/ write latenies rate of data tramgssions/receptics)
etc.;

Metrics rewalng ontroller healthsuch as, the status of the tcolter, the
controller batteries, thertperatuwe of processor and chipset, etc.;

Critical mérics pertaning to the spee usaye in membearays, which include
the total spaca each aay, he usd gace etc.

SAN Sorage Devices

Hitachi USP

Metrics revealing the ceint $atus of latteries used by each RAddreon the
Hitachi USP storage device;

Metrics tha repat the current statusof the cache, caroller, drive, fan
processor, power spfy unit shard menory usedby each RAID ste on the
device;

Metrics revdengthe 1/O adivity for all the host lmadapérs connected to eaq
storage unit por such as, te rde of I/O operations on each portthe
responsiveness dfgport to reaedwrite reqests, t.

Metrics evealing disk pcessor, channel processor, BR$ pocessor sage;

Metrics revealing ¢/O activity for all the host bus adapteoanecte to each
sorage unit portswch as, the rat of 1/0O operations oneah port, the
regonsivelss othe port to readwrite requds, etc.

Measure indicating tpercetage if dta waiting to be writte¢a thecache;

Metrics revealing the I/O aditiy for all the hast bus adaptersoonected to each
storage unit port, suclas the rate of IO operaibns oneachport, the
responsivenssf the port to readvrite reqestsetc.

Thepercentage usage of thel@aswich to cache memory access path;

Metricsreveding the 1 O activity for 8 thehost bus agpters connected to da
storage unit por suchas, therate of I/O operations on €a port, the
responsiveness dfd pat to readwrite requests, etc.
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Metrics measuring théOl activty on ead logical volumeparity group, ad
LUN on the storage dee such as, theate of IO operatiors on the
component, theate of data transfers on thengmonent, the reponsiveness (
the compomnt to I/ O requests, etc.

Hitachi VSP

Theawailablity of the storage deviceverthe network;

The current status ofricical hardwareomponerg suchas tle batery, cache
contoller, drive, fan, processor, pavspply and kared memory;

Metrics revading the I/O operations rate on each logicablume, the
respmsiveness of eaclolume to requds, percentage of dataitten to each
logical valime, pecentgeof read requestsrsedby each logical volume etc;

Metrics revealig the I/O operations raten eachLUN, the responsiveness
each LUNto requsts, grcetage of data wrtiento each LUN percentage o
read reqeds served by ea LUN efc,

Key meticsrevaling the 1/0 geraton rate of each port, thespomsivenessfo
each port and the dataffic through each port;

The utilization ofhe chanels diskard DRR processsr

Do the cachebave adequate memoryasgp for storing dta writen to hem,or
ae o many writependng to the cache?

The utilizéion of the cabhe memory to cache switltess pas;

SAN Stomlge Devices

Hitachi VSP Gx00 Series

The aalabiity of thestorage device evthe network;

The current status of itical hardwareotnponentssuch a thebatery, cache
contrdler,drive, fan, processor, paveeiply and sared memory;

Metrics revdimg the IO operations rate on each logicmlume, the
resporsveness of eacholume to request, percentage of data itten to each
logcal volune, pecent@e d read requests saxd ty each logical volune¢c;

Metrics revealig the I/O operations raten each LW, the responsiveness
each LUNto requsts, grcentage of data wriiento each LUN percentage o
read reqeds served by ea LUN efc,

Key meticsrevaling the 1/0 geratia rate of each port, thespomsivenessfo
each port and the dataffic throwh each port;

The utilization ofhe chanelsdiskard DRR processer

Do the cachebave adequate memoryasgp for storing dta writen to hem,or
ae o many writependingo the cache?

The utilizéion of the cabe memory to cache switaitess paths
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HP EVA StorageWorks

SAN Storage Devices

Metiicsrewealing theurent statusof the temperature sensptommunication
buses, EMs, fais, malules, aad power supplunits \ithin an array enclosure

Metiics repoiihg the current status efich fan anghower supply unit that
suppoted by he aray ontroller;

Metrics revealing thd/O activity for all thenost bus adapterconnecid to eah
storage unt port, suchas, the ate of I/0O operations oreachport, the
responsiveness of the ptwrtreadwrite requests, etc.

Status and spawisagerelateél mdrics ertainingto each disk grop on the
storage device;

Metrics revealg the legl of raffic on ead physical disgroupsuch as, the raf
of readandwrite reqests each group, the rafedata readand writes to eac
group, etc.

Metricsreveahgthel/O activityfor al the hostbus adapters connectealé¢ach
storage mit port, such asthe rate of I/O operatiors on eachport, the
responsiveness the port toreadwrite requests, etc.

The currentgtate, formatting capacity, neediccesbility, rate of disk read
requeds, rate bdisk reads etc., of daphysical diskn the deice;

Metricsrewealing how well ta LUN cabe services requests &zle LUN group,
such as, the rate of reamd write regests to cache, time taken feading fom
ard witing © the cach, te time take for reading from and wWing to the
physical disketc.

Metrics indicating the cuant opertional state of each LUNN the storage
device, and the currenéistof the red cache, write cache, and migacheof
eat LUN;

Geneal healthmetics such athe current operationaate of the dewe ports
on thecontmoller, whether the deee ports are up/down, the numband t/pe
of erors experienced by the wevpats, the current health and operatio
date d thefibre chanrel portsetc.

Trafficrelated metrics, such asethate at whiclthe deviceeceied reuess and
transferredlata;

The current operational &eof the EVA gstem, and the space ushgdhe
sysem;

Metrics revealing problemustionssuch &, @che batery failires bad cacheg
bad mirror connections,bad mirror pors, contrder falures amormal
controllertemperature, excessive CPU usggmliiroller, ¢c.

Metrics that report thcurrent condition and operational statetlodé hostports
on the cortroller, he @erational tate of the external hastonnecting tahe
LUNSs, the nunter d outstanding requestisom external hosts, and the n@m
of busy respnses sent to the hosti;.p

Metrics measuring theility of the hos portsto handle bad,sud &, the ratef
readandwrite requsts receivby the host pas, the time takn byhost ports
for servicig reacandwrite reqests, etc.
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IBM DS RAID Storage

Metiics hdicating the current statustiod doragearrayand the spacesag m
the aray,

Metrics reporting thaumkber and natre of erros experiecedby the drive
chanels;

Metrics indicating the currestatis of thedrive channels and the drehannel
links

Trafficrelated metrics peméigto theLUNs,suchas, thenumbe of 1/O
operdions currently execati onthe LUNs the percetage of rad anl write
operationsthe cahe hit percentage, etc.

Metricsrevealinghe current status of thegical dives;

Metrics revealing the statud arent oftraffic on the contollers,which
include such as, the cunestatus of tie controlles, the nmberof I/ O
operationgurrenty executing on the LUNs gtlpecentage ofead and write
operationsthe cachdit percentage, etc.

Metrics revealgthe curentstaus d the bateriesthe fancanigers, the SFP
transeives, the terperature sesors, powr syply units, fansn the aray
enclosure;

Metrics indiatirg the curent status of drive portspst ports anddrives

SAN Storage Devices

IBM DS8000 Storage sysm

Metricsreweaing the currat health and ordional status of eaclisét and the
capcity of eeh disk;

Metricsrewealing the auent halth and operational statafseach LUN, he I/O
operations performezh each UN swch as the rate of read operagiowite
operatons, pecentag®f readhits ar write hitsetc;

Metricsrevaling thecurrent helth and ogratonalstatus of edcFC portand
the 1/O activity on ach FE port;

Key metrics revealing the amt healtrandoperational status of each rané
the méric relatedto thespacautilization of each rank; metrics vealhg the I/O
processingn eachank;

Satistics revealg the crrent health and operatarsatus of eeh array and thg
metrics reealing thespae utilization of each array;

N etApp USD

Measures thd interceptSNMPtrapsandreport error events #t afect disk
health, hatware failresfatd errors thatould case system shutdown, wani
ewents, etc.

Status measures revediiggoveralstatis of the NetApp Unified Storag
sysem, he $atus ofthe AubSupprt featuredc;

Measures revedgjivhen and howmany Consiency Poits wee tiggered, such
as, theotal number of CPs, numtef CPs that ocurred due to a full NVRAM
log, etc.
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SAN Storage Devices

Metrics reealing thepercertage otimethe PU ofthe devicewas busy, the
NVRAM DMA wait time whether/notsufficien spae dsks are avable, etc.

Disk usage metrics, suadithe RAID date of each disk, the thpdaysical
capacty of every disk, percentadaisal spae ineah disk real/write laéncies
per dsk, etc.

Metrics fausirg on theperformancef Aggregies,whichinclude, te state of
each aggregate, mirratstd an aggmgate, the size of each aggte, the
percert usage of an aggregate, etc.

RAID groupusag neasuressut ashumbe of prefailed disks per groughe
total sizeof a groupthe percet usge d a group, e percentge of media and
parity scubbing in a goup, etc.

Measures revedlithe healtlof every Host Bus Adapter, suchthe current
state of anHBA, whether/not this HBA isin standby modeh¢ qeue deptlof
an HBA total CRCerrois, caunt of disceded frameand link breaks, etc.

Key metics relad to current and potentr@rdware féures, which include, th
currenthadware tenpeatue, thenumber offailed fars/powersupplies, the
currant bdtery stéus, etc.

Sitistics elatel to block 1/0 protocols, sch as, the availabilitytusof each
protocol service, the ratélfO operationsand 1/O latencies experiendeyl
eah prdocd, etc.

CIFSrelatedmetrics, sichas the status of CIF$erate of ead and writ
operatims peformed by CIFShe laten@s experienced by CIF&,. e

Usage metrs pertaining to the WAFluffer cachesuchas, the rate of name
cache, idecory find, buffer hak, inode cahe,and luffer ache hits and misseg
thenumber 6 availabléuffers, iocksreadfrom and witten to the cache, etc.;

Metrics rgealng IGroupconfiguration mismatchegds as, theount of
igroups with invalid OSpg invaliduse-partnersetthgs, nsmatheduse
patner OS type settingvalid ALUAsetting, et

Measure rewaling initiatorstatus peiGroup, which include, ¢hcount of
initiators with mismatching AlAketting, Gtype, VSA setting, and LUN
mappiry;

LUN relaedmetics, sich &, whéhera LUNisonline/offline, the spae uage
per LUN, the I/O operationsndlaterties per LUN
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HP 3PAR Sorage

Key metits revealing the currergdth and opertgond state of each cage,
metrcsrevealig the | /O operafons peformed such as tte rate of read
operdions writeoperations, grcentagef read hits and wri hits etc;
Hardware related metricgichas the cuent state and health ohda fan,
running cordition of each fan, healdrd operaton dates of eachCPU; tle
curert healthand operational s&ibfeach powr supply uti

Metrics tha reweal the cuent health andperational states eachcontrolle
and also points to the teaand percengg of read and write operatio
performed ty ezh controller

Statitics revealing the healthand operatinal statusof eachdisk the speedt
which eachdiskprocesses read/ite requests, etc

Key metiics that Bed light on the load onahed ports, sth asthe rate of I/O
operation®n each paot, therate of ead andwrite operatonsper portetc;

Dell Compellent

SAN Staage Devices

Statistics realing tb heéh and operatioal statu®f eachdisk on the storag
certer, the peed at which eadiskprocesses read/wie rejuests, etc

Statistics reading therateof I/O operations onthe staragearrgy, the rate of
readand wite opeations to tlke storagearray the transfer ate of read/wte
commands pestorag aray, etc

Key metrics that shed liginithe load orenabkd ports, such as, the raté/O
opeaationson each prt, therateof real andwrite operations pgort, etc

Metrics measing the &tentof usage of e&ccontrollerin the storage center i
terms of its ead and write requests @m®mg capabiles and also reveq
operationaind healthstde of each caotrollerin thestorage enter,

LUN related mtidics sub as the cuent health the rate of read/wite
commands @cuted on each LUN, éhpecentage ofead and write requeg
that were servelly this LUN, average time takéy each LUN to process I/0O
requestand umber of requests performed byeh LUN.

EMC XtremlO

Stdistics rgealhg the current tate of eachX-Brick, the number of SDs ad
BBUs awilable in each-Rrick

Metrics that reva the usage of CPU and stateadhX-Env

Sttitics revding the hedth and stat of each SSD, spaadlization,rate of
/0 operationsbarwidth utilizedby each SSD fgrerforming read andrite
operationsthe rate of read and weritperationpeformed in each SS@tc

Key mérics that shedlight on bardwidth uilization of ead data protection
group, rate ofl/O operatiors oneachdataprotection group the readatency
perdata protectio graip, etc

Metricsrevealing startupntie health andonnection state of the cluste3SD
spacautilization by eeh cluser, ateof readand write operationswveage rea
and write ize, bandvdth utilized by eactluster, etc

Key metrics that shdijjht on healthand current state of eatznget port the
rate of I/O operations on eadarget pot, therate of red and wite opeations
per target port, etc;
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Metricsrewealirg nunber of LLN mappings toach volume, snapshoteated
by each @lume, space utilized bgleaolume, at

Measures indicating bandwidthilization of each volumefolder,rae of I/0
operatdbns on eaclvolume blder, aveage read and it& size beat volume
folder, etc.;

Statstics such as the spatifization ofsnapshots, number of volusrezeated
ushg eah snapshot, bandwidth u®liz for perbrming read andwrite
opeatins, rate ofread and write opdiansof eah snapshot, et

Metrics tha point to theinitiatorswith the maximunthroughput sud as, the
rate of read/write commandsecuted orachinitiator, thenumber ofreadand

write requess that were servedby each initiata, bandwidth takenybeab

initiator to proces read andvrite requests andead and writéatency of eac
initiator.

Number of sb-folders created from dwudnitiator goup folder, rate of
read/write conmands exeated on each initiator goup folder, bandvdth

utilized by edxinitiatorgroup foldera processeadand write reqests, etc.;

Measures revealing bandwiditiization ¢ each initiator groupgate of I/O
opewtions on eaclinitiator group, aragereadandwrite sizeof each iitiator
group, et.;

SAN Storage Devices

Nimble Storage

Measire irdicating the nmber of tmes he eents werdriggered whefailure
of the disks,&ns ad the stoage controller occurs;

Hardware relatt metics such as the failure o&de power sipply uwnit;
termperature dilue of the hadware components etc

Metrics revealing theead and vite kteng; the rée at which I/O operationg
were read/witten sequentily/at random; the rate athich data igeadfrom
/written sequentiallyfarardom

For eachvolume key metis thet reveal tke current state, spa utlizaion and
numberof iISCSI onnetionsetc;

Cahe related maags such as thate awhich read rguests were succedigfy
fulfilled by theeadcache;

Disk space utilizealy the volumesandsnapshd;

SolidFire

Key metricsrevealing the cume sttus & each user acuant, thenumbe of
volumes wned by each usaccount, the ratio§ oonpressionde-duplication,
and thin povisioning ofthe wlumes mapped per user actcard ovesll
efficiency;

Metrics relatngto the clster capacity suelsthe tota size of actie block dives
and metadata dves, maximunnaount of provisionablgpacevailablén the

volumes, maximum aunt of spaceéhatwas provisioned, amount pise
utilized or metadatan snapsbts,efc.;

Measue revealsthe totalnumbe of critical errors occurred n the SoldFire
clusters;
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Statistis irdicating he current usage percentafjeluster cpacit/, the rate of
/O operations on the clste, the rateof read ad write @eratims to the
cluster, lie raes atwhich the datavas readrom and witten tothe cluster, &
ratios of compressipdeduplicatio, and thin provisioning @he volumesni
thecluster, etc.;

Measures repting thecurrentstatus beach dve,numbe of faled hardware
elemets ineachdrive, the cuemt utiliationcapaity of he drive, the tas at
which the data as rad from ad written to each drive dog last measemern
period, the percentagesphceavaiablefor use ineach drig, et

Satistts revealing the miof I/O op erations on thatorage may, the rate of
read andwrite operations to the storageray, the trasfer rate of read/writ
commands pestaragearray, etc.

Tracking the pead dustes far the currehstatusand &encgy of the clusters.
Measuréndicates lhe current stas of eaclinterfacein a paticular clustenode.

Volumes related easues such atotal size, client queueph level, asrage
time taken for performinga and wrie gertions, he rate bread andwrite
operations performesh each vdume, etc.;

Stdistics rgealhg the numberof volumes ownegder volume access gpothe
number & volumes that were delett)dm each voime @&cess group, overg
efficiency, ratios of conpressionde-duplication, ard thin provisioning of the
volumesin each volume agss grouetc;

SAN Sbrage Devices

GemFire

Measures statingpé maximum number of moectons thatclients could mak
to eachcache servemmaximum number of threads that neereatedin each
cache geer, aveagetimetaken ér processing theieht requets, the numbe
of GET andPUT requsts thatvere made to dacache server, etc;

Metrics revealingvhether the cache serverunning or ot, the rate at whic
readsandwrites wereperformed, CPU sage of &hcade servernumber of
regionsand bcatorsavailable irrach cachsener, the rate atwvhich data wa
transmitted from andeceied by eachache server, etc.;

Statiics reportinghe rumber of JVM pauses detekite each cehedaabase
the numbeof threadsthatare currently in us@amaint of space allocateo the
heap nemory, the curent size of théheap memory, the counf garbage
colections, etc.;

Disk relatd metrics suctes aerage time taken for flusbithe diskin each
cache dabase,he readand write rates on the disk eaxh cack database an
the totalamount of space utized on the dis

Key measures reviegl he total mmber of cache database rbemavailablan
eah region, read and writasof theregon, total number of luckes for the
region, the currenize d the huckets, etc.
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EMC VNXe

SAN Stomge Devices

Metrics indicang the count of critel,warning ad error events occurred the
storage sysm;

Cache related measures ssckad andvrite hits/misses at pdastte average
read and write hitaisses, pertentage of pag that ar avdablefor useon the
cache, et;

Statistics reveaj the health bthe iSCSI port, the ratewhich read rad wiite
10 operations performetlia the pot at peak timesand the eadand write
bandwidth values at pk times;

Metrics indicatig healthstats, utilizationlevels, uptimena temperature of th
storge processs;

Measures reporting thealth of theSAS prt, SSDs on the storagetsynand
VMstha use the sirage syem;

Siatisticsrevealing the healtf the Fibe Channel porthe rateat which read
and wite 10 operatias performed via theop & times, he read and writ
bandwidthvalues at pedkmes, etc.;

Metrics pertainingo the disk swh as healtrand capeity of the disk the
average/peakate & whichthe read andvrite 10 geratons performed,the
average bawidth utilized for pgorming read ad write operations, etc.;

Metrics that pot to the LUN on the storage sgm with the maimum
throuchput, sub as therate d read/writeoperatbn peformedon each LUN,
the percetageof real and witie requests thatere served achLUN, dc.,

Metrics revealing the 1/0O operans that are@formed using the NFS protoc
thenumberof ective thread in theNFSseweretc.,

Statistics reveafjnthe /O op erations thatare perfomed w@wng the CIFS
protocol, the nutber of protocol connéionsand the nmber of files opene
usingthe CIFS protcol €c.;

Measures indicating ethbardwidth utilized by Ethenet for performing
data/packet transmissi@t pek time

Pure Storge

Key meticsreporting the tilization leved of storage array @ity

Currentstatus of the array contep$, drives ahregdicatedarray connectionis
adsoreveatd;

Measures ingtating he mate at which the read and writ®perdions ae
performed a the arrg, the aveage latery detected wieilperforming read an
write operatios and average bandwidthization duringeadwrite operations;

Host graip related neasues such avandwidthusel for perfoming read/write
opeamtiors, therate at whiclthe read red wite operationswvere performedna
the time taken fguerfaming reafivrite operations;

Count ofthe audit, cticaland warning messages v&aksl;

Measiresthat pointto the rée d which the read and write opdiens are
peformed on thehost, theaveege ldency degcted while pesfming read an
write operaions, aveage bandwidth utilizatieluring read/wrie operations ang
depth of the geue;
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Metricsindicaing usedand free capacity starage orthe host angdolume and
snaphot uilizatin levels on thhost;

Statistics revidag the rate awhich the read and writgerations arperfarmed
on the volumes, the ergeateny dedected whileperformng readand write
operations, averadpanwidthutilization duing readivrite operdions anddepth
of the qeue;

EMC Unity

SAN Starage Devices

Metrics irdicating he count of critical, wangand error esntsoccurred on the

storage syam;
Cache elatd measuresuch asaadandwrite hts/misses at peakase,average
read and wet hits/misespercertage of pges that are a@lable for use on th
cacle, etc.;

Satistics revealing the hbaof the iSClSport, the rate at which readdawrite
IO opertions perfomed viathe port a peaktimes and the reaand wite
bandwidth valueat peakimes;

Metrics indiciing health stas, utilization levelsipime and teperature of the
storage @cessors;

Measues eporting the health of tH@AS prt, S®s on the storag systenand
VMsthat usdhe storage system;

Staisticsrevealing théealth ofthe Fbre Channel pd, the rate awvhich read
and write © opeations pgormed via the port at tieg the read ahwrite
bandwidth values at peéakes, etc.

Metrics pertaiing to he dsks sich ashealth and capacitf the disk the
averaggieak rateat which the read amh write 10 opertions performed, th
avera@ bandwidt utilized for performingead and write peratons, etc.;

Metrics that piot to the LUN on the storag systemwith the naximum
throughput, such atherate d read/write operation prformed on each LUN
the percentagef read and write regstthat wereserved bgachLUN, etc.,

Metrics reveatg the 1/0 operations that areegormed usig he NFS protaol,
thenumker of activethreads in the NF&erve etc.,

Statistics kealing tb 1/0O operdions tha are performedusing the CIFS
protocd, the number bprotocol connections arttie number of ifes opened
using the CIFS protol etc.;

Measues indicatig the badwidh utlized by Ethernet for pedrming
datafpacket transrssion at pak ime.
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LeftHand SAN Storage

SAN Staage Devices

CPUand nemory utization levels of the stgesystem are indicated;
Measuremdicating fa sped andemperaure of he CPU;

Satws d hardwae components such &sn, powersupply, tempeture sers
ard voltage sensmf the storage;

Metrics indicatig the airrent sttus and size of the stora@AID, RAID
controller and cachegunt of the disksassodctedwith the sbrage comoller,
temperture and temperatuot the disk;

Storage naarelatednetris sud as cuent status, space utilization, edtehich
the readand write operations weperformed, amount of data read/tten per
secmd, time talen for performirg read/wite opeaations ad the number of 1/O
opeationsthat were pendg;

Measte irdicatng whethgnot the storage cluster manageafailover managy;

Space utilization ddsaof the storage cluster and tmumes on tle starage
systemare reportd;

Snapsbts related metics such as spaceélinétion levels, rate awhich theread
and wiite operdons were performed, amount ofalaad/written persecond,
time taken for péorming read/write operations atlte rumber ofreadwrite

opertions thatwere penithg during lastmeasurement perioahé cahe his of
the snapsots;

Key statgticsindicatig the space utilization levels bavolumes, the nonber
read and write operas performed per second, the ratenhich thedatawas
read fom/written on the vdumes, time take for performing red/write
opemtions and rebcache I onthe wlumes;

IBM Storwize v7000

Measures inditing thel/O activity on the vDisk and the adwrite latencies
the status athevDisk,caecity, cack shatus of thevDisk;

Measuesrelatingto the data transnsisnand reeption througteach portthe
rate at whichthe commands were initiated to ttetrollers and cmmands
received through daport, link failures of FC pomumeical stéstics of he FC

port synbronizatio falure,signaloss of the FC parinvalid words transmigd

throughthe port and invald CRC etc.,

Measures relating tioet cata tansmissio and reception through éawode, the
latencies for each msageexcludiig and includng the time sgnt in the
inbound/o utbourd queue;

Measuresndicding the time for whih the CPWf the node canistewas busy
and the percentage ohethe PU was bus
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Metrics indicating the rate at which the seat@e real and written on he
vDisk;therate at whth pre shge sectomsereinitiaed by the cée of thevDisk
therate at Wich the sectors were written for kraarites inititged by the vDisk
cache ete.

Measures revealing the status and capaditye BfDisk, 1/O adivity on the
MDisk, the average tine takerby the MDik to respondto read/writerequests
etc.,

Meastes revding the status and capacity of thgedthe /O adivity on the
drive, the asrage time taken by the drive to respond @ veite requestsetc.,

Hardware relad metrics suchas the stus of theencbsure,the numerica
statisticof the total canigrs in each enclosure, the onlinestensi the powe
supply units, slots to@mmodate drives in the enclosure etc.,

Hardwae rekted measuessuch ashe statusf ead port in the enasure slot
statis indcating whethea drive $ present in the enlosure slot; the ID of th
drive inseed n the enasure slot;

Metrics revealg the status of the power supply unit in thatrol endosure
gatus ofthe caniter; heakh of the battey; the chaging statusof the battery
currentchar@ of the battey, end of life status of the battetgy,e

SAN Storage Devices

SIOS Datkeeper

SIOS Services

= =4 -4 -4

Metricsindicating theurrent mirroring status dfi volume
Metiicsindicathg the tpe d mirroringavolumeis involvedn;
Measure indicatinghtte currentesyichrornization fase of the volume
Metricsrevealinghe ime takeror volume resynchronizatiprocess.

Metrics indicating the numberbyfiesalocatedor the write geue andiumter
of writesto be mirrored inhe wite quele

Metrics inicating he nunber d networkreconnections made whilermoiing
the volume

Metrics indicating the numberdifty blocks, number of writes to this volume
number of pssethat havébeen madby this volume

Metrics indicatinthe airrentstatus of thob, typeof mirroring perforned by
the job and amount gpace altatedor thisjob;

Key metrics indicatirtgelicense expiry peripd
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Oracle ZFS Sorage

SAN Storage Dewies

Oracle ZFS Sevice

= =4 -4 =

Metrics reealingwhether theeyvie status is online disabled

Metiics revealinghie cluster state of the device;

Metrics rewealing thdandwidth details f&*C/FTP/SFTP/iISCSI/NDMP;
Metrics revealing the I@perations rae for iISCSI andrC;

Metiics rewealing te average/maximum gat o NFSV2/NFSV3/NFSV4
operationgount

Metiics reveling the average/maximum network badthwutilized ly the is
device;

Oracle ZFSCache

il

Metrics revealing th&RC relateddetai$ sudh as AR ht ratio, ARCdata his
ard data misse ARC metadata hismdmetadata misses anéfetchedlatahits
and misses

Metrics revealing tH2ARC Acceseelatel detailssuch as ARC size, Data s
Header size, hits amisses

Oracle ZFS Pool

f

Metiics reealhg the pool related dtais such as @ol status, used spg fee
space and totgbace;

Oracle ZFSSysem

f

Alert related metrics such mgjor alert, nor alert ancbther types of alert a
reported;

Metrics revealing the amount of CPUheywser/PID/Mod e/ Applicatian;

Disk relaed metrics ach as count of readrit e operations performdeon disk
and andwicth utilized forread/write operations;

Alerts sich & minor, najor and other are reportiat fault logs;

Metrics revealing the memosgerelateddetais such asount offree nemory,
total memory, kernelemoryand cache memory;

Metrics revalingthe ystem logelatel details such as Errors, wagsinotice
andothers are reported;
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Dell EMC ECS Storage

SAN Storage Devices

EMC ECS Node

1 Metrics revealing the healthistaf the disk, total size, allocated size, free §
and inactive /iactive namespaces;

1 Diskperformanceelatednetrics such as count of erasure encodingweiels
consistency checker readstes, XOR readsvrites, user readsrites, Geo
readswrites,and Hardware recovemgadwrites;

Metrics revealindpe totalreads andwrites perforradin the disk

1 Metrics reveadg the bandwidth/latency created during transaetaatiwrite;
Metrics revealing theade NIC workioad related details suchiaial data
transferred/utilized, data transmitted/received thrdliGhand déa utilizedfor
transmission and reception;

1 Metrics revalingthe Node processlateddetailssuch ashread countand
amount of CPUmemoryutilized

1 Metrics revealing the node health status, number of
good/bad/maintenandffline disks availabEndamountof CPU/memory
utilized,;

1 Metrics also revealitfie amount of tkk space availablesed and resesd,;

EMC ECS Service

1 Metrics revdimgtherepliation groupelatedietails such as tktate of the
replication group, number of Zones available igiip, amount of replication
data sent and received and amount of usés\ddéem metadata and XQRta
is in pading state;

1 Metricsrevealinghe number of audit logevents available;

1 ECS bucketelatednetrics suchs whether the bucket is in locksethg,
whether the FAccesss enabled andhethetthe Stale islalved

1 Metricsrevealinghe countof active/inactive nampaes;

EMC ECS Storage Bol

il
il

Metrics revealingpe unacknowledged alertateddetailssuch as the count of
info/warning/ Error/critical and other afes that haveoccurred

Metrics revaling whether the Storage Padl call storge state;

Metics also rezalinghedetails suchs number of good nodes/bad nddes
maintenance nodésffline nodesvailable in the Storage pool;

Disk relaed metrics such asimber ofdisks available, number of
good/bad/maintenance disks availail¢éhe pool;

Metricsrevealing thaumber of Ge@opy/Geo cache/ system meta data and
Userdata available in the pool;

Metrics revealingtal space availabinthe poolamountf disk spacallocated
amount of space availalite use in the dislamountof space reserved for use
the disk and percegtof allocated space used;
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EMC ECS VDC

1 Metrics revealintdpe ECSCluste Capacity elated detailsises thetotal
sizéfree size and used siakthecluster;

1 VDC Disk related metrics suchragnberof disks available, number of
good/bad/maintenace disks availabla the pool;

1 Metricsrevealing thaumber of Gea@opy/Geo cache/ system meta data and
Userdata available in the pool;

1 VvDC Disk workloadelateddetailssuch as count of erasure encoding
readswrites, consistency checker réadiges, XOR readavrites, user
readswrites, Geo readsvrites,and Hardware recovemgadwriteswith tatal
reads ad witesperformedn the dsk

1 Metricsrevealinghe VDC Erasure codingelateddetails sucbs thetotal
coding/coded data usgd

1 Metrics revealingpé VDC Garbge collection detassich asvhether the &er
GC/System GC is enabledtal GC detecteandcourt of pending rdamation,
unreclaimdl/system reclaimed/user reclaimed

1 Metricsrevealinghe Geo Replication details such as the count of atiplic
reads/writes and numbef aser data /system metadata pending;

1 Metrics revealintdpe Noderebalaning elated details sueswhether the
rebalancing is enabled or not, count of @édialanced aratrount of data
pending for rebalancing process;

1 Metricsrevealinghe VDC nodegelateddetails suchs whether the de is in
activestate?

1 Metrics revdigthe number of good nodes/batbdes/maintenancaodes
available

1 Metricsrevealinghe amount o€PU/memory used and amount of bandwidth
transmited/received by NIC;

1 Metrics revealintpe recovery rate of VDC;

1 Metrics revealinipe transaction workédl relteddetails such @akse amounto
read/write transactions that heeturrecandamount of bandwtti and latency
consumed by read/write tisaction

1 Metrics also reaéingthe count oftotal reques/successfukequests/user error
andsystem error thdied occurredwhile processing a transaction;
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Oracle Primavera

P6 EPPM

il

Metricsrevealing th@ob servicaelated details such as count of usedmaxi
memory avéeble for job executigmumber of jobsunningon the server,
numberof jobs that re in pending state anihber of jobs executed/failed in
last hour

Metrics revealg the user session related details sutiheasount ototal
sessionsP6 analytics sessioAP| sessions, web service sessi®w)ne
sessionsimesleet sessions, project sessions, gartfessions, enterprise
reports sessions, teammbeises®ns and taa member interface sessio
availablein EPPM

Metiics evealing the EPPRuantity related details such as the number of
projectsActivities resarcesandusers createdumber of recent project code
assignmentecent activity codesaignmets/recent activityesource
assignments that are creatéch number of user definedidig;

Metrics revealinghe usergelated details such t® caint o totalusers P6
analyticsiers APl userspower client usersyeb servicasersresourceusers
timesheetisers projectusers portfdio usersteammembetusers, profile users
and teen member interfaagserghat areavailabléen EPPM

Metricsrevedingthe Connection Pool performanoelatedmetricsuch as
average lease ting®)L time, leasgait time taken by tle®nnection;

Metrics revealing the count of connections léasgdled/rewked/succeeded
leasaequestdenied lease request andL.Sfdieies that are available;

SAN Storage Devices

Oracle Exadata Storage Serve

Oracle Data Server

1

Metrics revealing tloell disk spagelateddetails such as tetatus of the cell
disk,total space allocated, free spagalabldéor use, amount of spactlized
and caint d errors that hadccurred

Metrics revealintpe statusof the Exadatd-lash cachenumber ofallocatedell
disks sizeof Flash cachsjzeand percentage of usatheh cacheand counof
unavailableell disks;

Metrics revaling the Flash laglaed details sucss thelog status, log size,
usable flash log siaad count of totAlinavailablecell disks;

Metricsrevealinghe Grid disk status and error count that bacurredn Grid
disk;

Cell system ratled metrics su@s the cell atus, &n sttus, power status,
temperature statusell server statusanagement server status, restaiser

status, locator LED statuggtimeandamount of battery charge present in dig
controller, temperature of cell/disk contrgller

Metrics also reaéing heamount ofmemory/virtual memorZPU utilized ly
cell server and management server

Metrics reveadgthe status of physical disk and number of LUNs available;
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il

SAN Storage Devices

Oracle Data Service

Flashcache related metrics sucthascount oflash cache read hiteeadmisses
cownt of skipped reads/gpedreadsiue to heavy load /skippedadsdue to
largelO request

Metrics als revealig thecount of flash che writehitswrite misseskipped
write/ skippedwritesdue to heavy load /skpdwrites due to largéO request

Metrics revealing tliwuntread request/ writeequest hifsmisses dueto heavy
load or large 10 reqag

Metricsrevealingheamountflash cache usemimountflash cache allocated an
amountof flash cache that aueabé;

Host interonnects elateddetails such as rate at which data is
transmittefireceived and reinsmittechnd count of dngped data during
transmissionRDMA transmission;

Metrics revealintpe 10 related detailsuchas rate at which snikige blocks
were read and writteamdamount of devicetilizedby largé smallrequest

Metricsrevealing thamount of data received/transmitterbtigh Infniband
interfacefEthernet interfaces;

Metrics revealindpe count of hfo/ warningckriticaland other alés;
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NFS on Solaris Server

Measuesrevealinghetotal numbe of RPCcdls received ppthe server from
clients the number of lwhalls, the numbef calls witha length shorter than th
minimum legth requiremenodf an RPC requeghe nunber ofduplicate RPC
requests, etc.

NFS on Sdaris Client

Meaues revealg thetotd number of RPC calls made by tleéent, the number
of badlength calls, tnnumber of @lls that timed out, the number of &alures
andthe reasons fohe sane, éc.

Availability and access time of remotelynted NFS fle sygtems;

NFS on Linux Server

Measues revealing thetal number of RPC callseeived from cliesttothe
NFSserver, the number of corrupted RPguess, the nurher/percentage of
RPCcallfailures, the number/percentage of bad autheitn requsts,etc.;

Network File Systems

NFES on Linux Client

Measuresevealing theotalnumberof RPC calls meved from clientso the
NFS sever, the total number of retransndtfePCcalls fran clients, the tal
numberof times authentication information had todieeshed, &,

Availabiliy and acestime of remdely mounted NFS &lsytems;

Measures inckting the availaliy and spae usage of every NR®unted
directory

Amazon EC2 Cloud

Cloud Technologies

External me&ics of the availability of HTTP/HTTP&nnection © the cloud
andthe resposveness of ttke cloud;

Metrics reealhg the availabilitpf availability zoss,regionsthe time taken td
access the regioesc;

Metricsrevealing the aNabiity of instances launched on the cloud and the {
takento acesshe instance

Metrics repoting thenumber of instances the cloud, the numbeof powered
on/off , aded, removed instances;

Resource usageetiics revealg the percentage of CR&bkoucesutilized by ar
instance, the network traffjeeratedby an instace, etc.;

Metrics rewaing the ptime of irstances;

Metrics capturigthe failure of aimgance tde poweregn/off in a region ang
thetimetaken forthe same;
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Microsoft Azure

Cloud Technologies

Key mérics reveatg whether the tesnanaged tostablib TCP connedbn with
the cloud, whetter the DNS srver was able toespond succesdfy to the
requestmadeto it, €c.,

Connectionrelated metrics revealingmbe of successful connections to {
datalase instancenumber of conneitns that expéenceddeallock on the
databas instarce, nmber of conrections that werthrottled on thedatabasg
instanceetc;

Measurgindicating nurber of database instantleatare currently powerezh
and poweredff on the clod and number of dabase instans¢hatwereadded
to ard remove from the claid.

Storagerelated measuresveal the availdily of the primay am secondy
starage regios on the storage accouajount of ingress and egress data in
storagegtc;

Key metrics reporig number of monymow, Shared Acess Signatte anml
authenicaton requests that failed étio authorizatio errors and netwb arors.

Metrics revealingdeployment status of théoed service, amount of data fro
and written @ the diskalocated to theloud serviceamountof incoming ad
outgoingtraffic, etc;

Measures aporting maximum mober of disks altated the virtuainadine,
amaunt of memory cofiguredetc;

Metrics regealhg runtime availability, compute mode amel wiodeof the
website, nuiver of HTTP 2x , HTTP 3xx, HTTP 401, HTTP 4@, HTTP 403,
HTTP 404, HTTP 406 and HTTP denmuntered by thevebsiteetc;

Meastes indieting number ofVMs that were registereatidedand removed
from the cloud;

Key datistics revealimumber of equesitha are madejueud and rejeted to
the cloud serviceral numbeof ISAPI extensioreguests receivexh the clow
service;

Measures wealhg availahty of the cloud and tietaken by the clod to respon
to the dient requests;

Metrics reportig makmumnumber of oresthe storag@ accountscloud
servicesyirtual retwork sites and l@network sitetha alloc#ed to the
subscriptio andnumber ofcores, storage accourmteudservices, virtual
network sitesral local networkites that areurrantly utilized inthe
subgription;
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Microsoft Office 365

Cloud Technologies

Measurethat ndicate thé&dTTP/ S or networlkconnedion aailablity to the
Office 35 Portabnd tme tken by the portal to respond for the esia are
revealed;

Measurethatpinpointthe emptyor orphanedgroups

Critical meaurss indicatingwhethefmot thedomansin theOffice 3® tenantare
velified andexposhgthe unerified domairsin the monitored domain

License relatemetricssuch ashe numbenf licensedisersthe number of des
by whichthe Icerses will expire,the percetage 6license usagghe products
that are biag used on ai#dlicenseetc;

Measurghatrevead the count otomnunications posted on tineessage cente

Statiicsindicathgthe curent health of th©ffice 365 servicesand the nunber
of sewiceincidens and maintenanceeats occurringon theservices;

Metiicsindicaingthe servicethatare handling higharkload, the type of
operationshatimpose heavy load time serviceand he users whare
perfaming suwch operatons;

Measires npantingthe wlicensed users oretlffice 365the cownt of users
whodo not hawe sigh-in rights, and thaiseswho wereadeletd recently;

Critical measuresdicatng the availaility of the Exchange Online for
sendingr eceiving the enails ad how quckly the Exchang online is
sending/eceving theemails

Measursrevedhgthe emd ddivery faures the emailthat codd not be
deliveredandpending messages

Measures thainpoint the suddeimcrease inumbe andsize of the
incamingo utgdng mals,the users o has received maxim numberof mails
ard the users wheeive tke mals of larg size

Metricsindicatingavaliability of the MAPI connections atfetime takerby the
MAPI conrecton to connect tothe use malboxes;

Mailboc related meases such ake numbe of sharednailboxespumter of
mailbaes that were credtaewy, modifed andsoft deletedthe @unt of
mailboxes ofitigatiorin -placehold;

Measurepinpointingthe DLP rules viblation malwae capuredin
incomirg/outgoing mat andthe tg receivers and sexrd of mavarejn tems
of the number of malwainfected madl sent/received and the Imaresize

Measursthat reveahe top senders/receisaf spam mailsn terms d the
numker d spammailssent/re@ved and the & of spam ails the datacenter
thathas the mamumnumberof mails etc;

Metricsindicatinghe avalabilityand respnsetime of the SharePoint Online

Measurethatrevead the Shar@oint stesthat ok too lang b respand to
requests

Statiics indcating thénactive site collensand the sés hatwerre dekted
recently
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Metrics revealindpe site collectionghathave been used by the exteusars

Measureseportingthefile andpageoperatonsimposngtoo mud load on
Shar®oirnt Onling thesynchrordation operationtha are contributig o the
unusual worldad etc;

Failuresand laencyof file operationarerepated

Key measures inding the health dhe SheePoint Onineard heath check
failues

Measursindicathgthesite collectiothatis running out of seer and/or
storageresarcesand thereasorbeing the resooe depleion;

Cloud Technologies

Salesforce

Salesforce Service

1 Licenserelatedmeasuresuch asstatus of he Icense,totd liceng avalable
amount of kense usedmount of license available for use amthdeexpiry
date

1 Key stéistics indicahg the status of the scludedjobs such as the jobs that
currently running, lanned jobs, jobshat are wiing, jobs that are curently
blodked, jobs thadre deletedjobs that are paused and contain eirdirsetc;

Salesforce hstance

1 Metricsrevealing the API accesdaed details such as API connection ti
API Connedbn status and AREgonseime;

1 Metricsrevealing lte Ingancestatus, humbeof transaitons that occurred, an
average speed bktinstance

1 Metrics revalingthe Web ecess related details sashveb connection time

SalesforceObjects

il

Salesforce Users

ll

web connection status, Autheattan status, tim@ken to athenticate and time
taken fa logn;

Object related measures such as coudtcobunts, Assets Campaign, Gas,
ContactsContracts, OpportunitieQrgarnzations, Partners and Quotes that
associated thi Salesforce arevaled;

Systen overvew related dtailssuchas the numbesf API requests, number g
rules defined, numbef Apex Triggersused, numbeof Apex Classesised,
amount of code usedmant of Custom Apps usednumber of Active
force.comsitesavailable anils usagendnumberof custom ths avdabk and
its usag;

Storageelated measures such as the number ofiseawilabé in the storge,
amount of sorageusedand amount aftorage allocated;

Userrelated measwgsuch as number dfctive/Inactve/New Uses availake,
numberof users whora removedpumber of active and disconnected ses
avalable,number failedogms that ocurred, number of frozemdons that
occurred, number of passdolocked users andumber of users whare
currently loggedn;
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Cloud Technologies

1 Metricsrevealing theount of teams eated/deleted
Metrics rewaling the ount aldition and removal 0
Bots/Channel Tab/C onnector from team
1 Metrics revealing thEerart settings moditation/Rolemodificatbnd Channel
settings mdifications tdhe team;
1 Satistics revealirthe count oftotal streamsjood stears/poor steamswith its
percentage
Microsoft Teams . . .
1 Metrics reveaig the court of total teams available;
1 Metrics revealinipe details of seioe statusConnectiorstetus of he team;
1 Maetrics revealimthe counof Active Team Uselinactive Teanusers;
1 Metrics revealip the detds sch as number of calls connected
completd/failed;
1 Metricsrevealinghe details of Callscuas Caltluration signal level anaise
level;
1 Metricsrevealingthe details abowstorage sincas how mchstorag isused ad
dlocated
Microsoft OneDrive for Metrics revealing @t of top sites that are consuming too much stprage
Business 1 Metrics revealing theount of inactiveral orphaned $es;
Measures revealinigettoth number of activenactiveuserson the Microsti
OneDriwe;
1 Metricsreveahg the top users who are engaged in Instant Messagirfilea
Transfers;
_ _ 1 Metrics that reveal #Hleve of use actvity on the servesuch a, the number o
Microsoft Skypefor Business sessions and congions to a ser etc;
Online . . . I
1 Metrics evedahg the nunber of pending activatigns
1 Méericsrevealing the overall health status of the Skypadmess
1 Metricsrevealing the topses who are prforming video streams
Azure Partner Billing
1 Metrics revealinghetotal billirg costfor al the services
1 Méetrics revealingthe varioustypes ofcost estimationmetods such asthe
licensebasedtost,usage-basedcostandonetimebased cosstimabn;
WiHETREER A Beriner 1 Metrics revealing theount of customers who aw the licensend customers
e who utilizesthe license
1 Metricsreveldingthe number of subscriptions and services;used
1 Metrics revealintpe chargesalculaadba®d uporusage;
1 Metrics revealinipe count of onetime basedustomers;
1 Metrics indicating whether the bagaistulfilled or in pendingtatus;
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Cloud Technologies

Inside View of Desktops

il

Disk Activity related nmesures such as tlime t&en to ead/write data into thé
disk, number of reads/writes happening on a local disk, time taken bgkthe
service &ch transfer request and rateviaich the operiing system divides 1/
requests to theisk into multipleequest.;

Metrics rgealing the tdal capacity of a diskrfision, amount of space used i
disk partition and amount of free spawaidble for ach disk partition of
system;

GPU related meits such as the percentage of devideraate for this ®U of
this virtual ésktop, currem power usage/temperatuoé this GPU allocated t
this virtual desktop, amount of frame buffer nrgroo-board thé GPU that hag
been used by thvirtual desktopand amount of virtual memory of this (GH
device of this VIWirtual desktop;

BAR1 related meics such as the totatesiof BAR1 memory, amount of us
BAR1 memory, amount of unused BAR1 meraogymode usingvhich the
GPU resources wereligered to thisvMs, etc.;

Metrics revealing the peraapt of CPU utilizedpercentage of timgpent by
CPU,length of the queue, nber ofprocess blocked for 1O, paging and amg
of memory used/availablerfuse;

Memoryrelated details such as totaygi@ memory aailable and amount
memory used / avable for use;

Metrics revealing the mber d handls opened by various pr@ses mning in
a target Windows virtual desktop;

PColP Session relatedallssuch as thrate at which data was sewt received,
rateat which Image/Audio/USB data was samt received, banddih used by
incomirg/outgping PCoP  packets and percentageof padkets
transmitted/received by this user that were lost;

Blast Sessiorelded detad such as Rousiltip time, bandidth usage, Fraen
rate and network throughput are reachal

RemoteFX User ¥perience related tdigs such aghe frame encoding tim
frame gality, frames skipped due to insufficient network/client/senairoes
and counof input/output/source framestilized by theuser, etc.;

Metrics revealing the ratewdich segmentsatransferred andagvedby the
guests;

Metrics revealinthe ptime of the VM, number of incoming/outgoing/curre
connections aitabk in the \W;

Metrics revealing the totdletime and efssed time of the user during sessiof

Metrics revealing thencoming and outgog traffic on network interface an
inbound/outbound packets that could not be transmitted because of errorg

Metiics evealinghte Page read rate/Page write/Rege Input rag/Page outpulf
rate in VM;

Metrics reveglg the current stas and real time @ectbn stats of the security
product
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Metrics revealing the count of new automatic/mamuéces runimg;

Metrics revealing the Disligoment status, Personal vDisk saand curren
usag of a page file;

Cloud Technologies

Alibaba Cloud

1 Windows update relateletals suchas count of total /critial /low /moderate
/optional updates available, system reboot status rdidgugdate situs;

Outside View of VMs

1 Metrics revealing the number of user sessions that are tuaetivte, new logs
and number of seenslogged at from the Windows viral Deskops;

1 Metrics revealing the number of Windows virtual desktopsdarbud) that
reported metrics during ghlas how, number of VMs that are poweiau
currently,numbker of Windows virtal desktops to whichser#no user are
currently logged in;

Alibaba Billing

1 Metrics revealing thetalamount spenfor the service anginding amount tha|
needsd bepaid for this month;

1 Metrics revealintpe count oftotal regions/servicginstances and pretagstfor

Alibaba Database

f

the service

Metrics revealing the Alibaba RDS related details such as current ey
DB instancawith its type and class

Metrics revealingthe modes of this database suchvhstler the Database is i
lock mode or conndon mode?

Metrics revealing the total menioapacity of thedatabasetotal CPU, used
spacendspaceccupiedy data files/log files/backu@QL data

Metrics revealinthe maximum count of datab&secountthat can becreated

Metrics revealinghe maximum 10 requests/connectionswvailablein the
database;

Metrics revealinthe count of inbound/outbound traffic #t hal occurredand
rate at which 1/O equets are created

Metrics revealinthe amount of memorysed/avdable,amountof CPU used
countof connetions/IOPS utilized:;

Metrics revealgthe countof connections aiulable for the database and caxfn
active connections to thdatabase;
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Cloud Technologies

1 Metric revealing themoDB Buffer poolrelateddetails such as rate at which
operationsDB utilization and dirty blocks hacturred

1 Metrics revealinthe rate at whiclread,and operations are performed in t
database;

1 Metricsreveling, the rate whichable rows are read/written/dedgtupdated
and inserted in the InB®;

1 Metics reveling the rate at whic insertstatementDelete statementdelete
statemeriteplace sitemat/replace select statement are executed in
InnoDB;

1 Metics revealinthe count of temporary tables creatednt of fsync writddog
writesphysical wtes perbrmed;

1 Metrics revealinthe read rate and write rate MyISAM storage Engine 1
bufferpool;

1 Metrics revealintpe read rate and write rateMyflISAM storaye Engine to Har
disk

1 Metrics revealing the bberf utilizationread /write hit rateof MyiSAM storage
engine;

1 Metrics revealintpe Redis DBelateddetails such as current status of Redis
storage capacity of DB, bandwidtiailable foDB, number of connection
available for DBaccount stagjaacount type, accoumrivilege backupstatus
amount of memoryconnection usedand amount of memory/connection
available for use;

1 Metrics revealinthe amount of bandwidth consumed by readévoierations,
write/ read speed, CPU usagel amountof memay/connections aviable for
usein RedisDB,;

1 Metrics revealing thAlibalta SQL relateddetails suclkasrate at which Mter
hitgfull table scans/SQL compilations occurs;

I Metrics revemlg the bginrate,lock rate, deadlock rdteck waitrateand SQL
transactionateof the SQL server;

Alibaba ECS

1 Metrics revealinghe count of total instances, number of instances that
powereebn/off andnumber of instances that addedremoved

1 Metrics evedhgthe current statusPU Memory, bandwidth, memory used

ECS;
Metrics revealing the inbodadtbound internet/intrané bandwilth of ECS
Metrics revealinghe internet/intranet traffic received andt $gnthe ECS;

Metrics revealing the count disk read/write operationgind its bandwidtf
obtained from ECS;

Metrics revealintpe count of CPWCreditusag andbalanceletalils;

Metrics revealindpe count of Totalinstance, ®veredon instance anddwered
off instance
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Cloud Technologies

Alibaba Infrastructure

il

Alibaba Managemert

il

Alibaba Network

il

Alibaba Storage

il

Metiics revealingthe amount of disk size, free memory asdd memory
available;

Metrics regaling theaverage sysin load, total snapshots availaplé its siz
and count of CPU pending 10 operations

HTTP related details such as dadiity, response timeTCP connectior
availabilityfesponse time, DNS availability, data transfer tontenlength and
DNS response time are reeeal

Metrics revealinipe SSL certificate related details sustatsof the certificate
total cerificae avdable, number of cefitate issueand number ofcertificate
expired

Metrics revealinipe Alibabaegions and @hesrelated details such as numbe
regionszonesavailableallocated, and number of Zorleat are unavailable;

Metrics revealinthe count of ders,Groups, Custom Policies aRAM roles
avalable;

Metics revealinghe VPC related details such msmber of VPC connectior
avalable humber of Route tables available, nurob¥@Switch availde, umber
of RDS intance/ECS instance/ SLB instance/NAT Gatewaag security grou
available;

Metrics revealinghe SLBrelateddetails suchs the current status of SLB, co
of Healthy backend/faulty backendCS instances available, amount
inbound/outbaund trafic that hadoccurregd number of incoming/outgoin
packets available, number of actinaative /corturrent connections available;

Metrics also revealintpe status codes, respenime count of dropped
inbound/outbound trHic, dropped incoing .outgoing packetand count of
dropped connectioof the SLB

Metrics revealing theDN relateddedails suchas CDN type, count of acce
requests, byte hit rajgercentagef 4xx/5xx status codeslownstream traffi
and indicates wetther the SSL isiablel or not?

Metrics revealinthe current health status of the volume, countebétd
instancédeleted snapshot, counf @uto snapshot anis policies tharare
enableddisk size , count of attached instances and encryptiorostatudisk
are nformed
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Jawa Applications

Metrics reporting the number of classaed/ unloaded fom memory;

MM garbage collectiorelded metrics such as, the number ofrlgEge
collectons stated, thepercentige of time thévVM spent ongarbeage cdledion,
etc;

Metrics indicding the status of JVM threads, such as, the numbengble,
blockedwaiting, timed waiting, low CPthedum CPU, hig CPU threads, etc.

Metrics indicatinghte tempeature ad fan peed of the CPWuppated bythe
localtraffic manage

Resouceusag metrics, such as, the CPU and memory usage ofithe JV

Uptime datistic sud as tle total uptime of thédvVM,the uptimeduring the last
measuremeiperiod, etc.

External TFTP

Metrics indicating alablity of the Trivid File Transfe Proto®l (TFTP) serve
and time taken by the server to respondepregiests

Others

HP Blade Servers

Metrics indicating éhcurent condition and compositi (whether/not it has
server bladespwe suply units, temgratue sensa fans, usesnet
conrectors)of the Hade ertlosure;

Fanrelated metrics such as the curcerdition of thefan, whetheiit is available
or na, €c.;

Fuserelated metrics du@s the current stataf each fuse, veher every fuse ig
avalabk or not etc.;

Tempeature sen relaed metrcs such as the current condition ai
temperature of eh sasa;

Rack blde related netrics, such as, theront status of each rack bladee
current conditionavailability, @we output, etc., of &h power supfy unit on
eath rack blde;

Powe enclosire related metrics, that indicate the current ailaifabondition,
and redundantstate of each powen@osue,

The type and currentmdition of each net ooector.
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